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2-3.

1s included in all parts.

PREFACE

Reports in this volume are numbered consecutively beginning with number 1. Each report is
paginated with the report number followed by consecutive page numbers, e.g., 1-1, 1-2, 1-3; 2-1, 2-2,

Due to its length, Volume 5 is bound in three parts, 5A, 5B and 5C. Volume 5A contains #1-
24. Volume 5B contains reports #25-48 and 5C contains #49-70. The Table of Contents for Volume 5

This document is one of a set of 16 volumes describing the 1997 AFOSR Summer Research
Program. The following volumes comprise the set:

VOLUME

1

2A & 2B
3A & 3B
4A & 4B
5A,5B & 5C
6

7A & 7B

8

9

10A & 10B
11

12A & 12B
13

14
15B&15B
16

TITLE
Program Management Report
Summer Faculty Research Program (SFRP) Reports
Armstrong Laboratory
Phillips Laboratory
Rome Laboratory
Wright Laboratory
Arnold Engineering Development Center, United States Air Force Academy and
Air Logistics Centers
Graduate Student Research Program (GSRP) Reports
Armstrong Laboratory
Phillips Laboratory
Rome Laboratory
Wright Laboratory
Arnold Engineering Development Center, Wilford Hall Medical Center and
Air Logistics Centers
High School Apprenticeship Program (HSAP) Reports
Armstrong Laboratory
Phillips Laboratory
Rome Laboratory
Wright Laboratory

Arnold Engineering Development Center
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1. INTRODUCTION

The Summer Research Program (SRP). sponsored by the Air Force Office of Scientific Research
(AFOSR), offers paid opportunities for university faculty, graduate students, and high school students
to conduct research in U.S. Air Force research laboratories nationwide during the summer.

Introduced by AFOSR in 1978, this innovative program is based on the concept of teaming academic
researchers with Air Force scientists in the same disciplines using laboratory facilities and equipment
not often available at associates' institutions.

The Summer Faculty Research Program (SFRP) is open annually to approximately 150 faculty
members with at least two years of teaching and/or research experience in accredited U.S. colleges,
universities, or technical institutions. SFRP associates must be either U.S. citizens or permanent
residents.

The Graduate Student Research Program (GSRP) is open annually to approximately 100 graduate
students holding a bachelor's or a master's degree; GSRP associates must be U.S. citizens enrolled full
time at an accredited institution.

The High School Apprentice Program (HSAP) annually selects about 125 high school students located
within a twenty mile commuting distance of participating Air Force laboratories.

AFOSR also offers its research associates an opportunity, under the Summer Research Extension
Program (SREP), to continue their AFOSR-sponsored research at their home institutions through the
award of research grants. In 1994 the maximum amount of each grant was increased from $20,000 to

$25,000, and the number of AFOSR-sponsored grants decreased from 75 to 60. A separate annual
report is compiled on the SREP.

The numbers of projected summer research participants in each of the three categories and SREP
“grants” are usually increased through direct sponsorship by participating laboratories.

AFOSR's SRP has well served its objectives of building critical links between Air Force research
laboratories and the academic community. opening avenues of communications and forging new
research relationships between Air Force and academic technical experts in areas of national interest,
and strengthening the nation's efforts to sustain careers in science and engineering. The success of the
SRP can be gauged from its growth from inception (see Table 1) and from the favorable responses the
1997 participants expressed in end-of-tour SRP evaluations (Appendix B).

AFOSR contracts for administration of the SRP by civilian contractors. The contract was first
awarded to Research & Development Laboratories (RDL) in September 1990. After completion of the




1990 contract, RDL (in 1993) won the recompetition for the basic year and four I-year options.

2. PARTICIPATION IN THE SUMMER RESEARCH PROGRAM

The SRP began with faculty associates in 1979; graduate students were added in 1982 and high school
students in 1986. The following table shows the number of associates in the program each year.

YEAR SRP Participation, by Year TOTAL
SFRP GSRP HSAP
1979 70 70
1980 87 87
1981 87 87
1982 91 17 108
1983 101 53 154
1984 152 84 236
1985 154 92 246
1986 158 100 42 300
1987 159 101 73 333
1988 153 107 101 361
1989 168 102 103 373
1990 165 121 132 418
1991 170 142 132 444
1992 185 121 159 464
1993 187 117 136 440
1954 192 117 133 442
1995 190 115 137 442
1996 188 109 138 435
1997 148 98 140 427




Beginning in 1993, due to budget cuts, some of the laboratories weren’t able to afford to fund as many
associates as in previous years. Since then, the number of funded positions has remained fairly
constant at a slightly lower level.

3. RECRUITING AND SELECTION

The SRP is conducted on a nationally advertised and competitive-selection basis. The advertising for
faculty and graduate students consisted primarily of the mailing of 8,000 52-page SRP brochures to
chairpersons of departments relevant to AFOSR research and to administrators of grants in accredited
universities, colleges, and technical institutions. Historically Black Colleges and Universities
(HBCUs) and Minority Institutions (MIs) were included. Brochures also went to all participating

USAF laboratories, the previous year's participants, and numerous individual requesters (over 1000
annually).

RDL placed advertisements in the following publications: Black Issues in Higher Education, Winds of
Change, and IEEE Spectrum. Because no participants list either Physics Today or Chemical &
Engineering News as being their source of Jearning about the program for the past several years,
advertisements in these magazines were dropped, and the funds were used to cover increases in
brochure printing costs.

High school applicants can participate only in laboratories located no more than 20 miles from their
residence. Tailored brochures on the HSAP were sent to the head counselors of 180 high schools in
the vicinity of participating laboratories, with instructions for publicizing the program in their schools.
High school students selected to serve at Wright Laboratory's Armament Directorate (Eglin Air Force
Base, Florida) serve eleven weeks as opposed to the eight weeks normally worked by high school
students at all other participating laboratories.

Each SFRP or GSRP applicant is given a first, second, and third choice of laboratory. High school

students who have more than one laboratory or directorate near their homes are also given first,
second, and third choices.

Laboratories make their selections and prioritize their nominees. AFOSR then determines the number
to be funded at each laboratory and approves laboratories’ selections.

Subsequently, laboratories use their own funds to sponsor additional candidates. Some selectees do
not accept the appointment, so alternate candidates are chosen. This multi-step selection procedure
results in some candidates being notified of their acceptance after scheduled deadlines. The total
applicants and participants for 1997 are shown in this table.




1997 Applicants and Participants
PARTICIPANT TOTAL SELECTEES DECLINING
CATEGORY APPLICANTS SELECTEES
SFRP 490 188 32
HBCU/MD (0) (0) (0)
GSRP 202 98 9
HSAP 433 140 14
TOTAL 1125 426 55

4. SITE VISITS

During June and July of 1997, representatives of both AFOSR/NI and RDL visited each participating
laboratory to provide briefings, answer questions, and resolve problems for both laboratory personnel
and participants. The objective was to ensure that the SRP would be as constructive as possible for all
participants. Both SRP participants and RDL represemtatives found these visits beneficial. At many of
the laboratories, this was the only opportunity for all participants to meet at one time to share their
experiences and exchange ideas.

S. HISTORICALLY BLACK COLLEGES AND UNIVERSITIES AND MINORITY
INSTITUTIONS (HBCU/MlIs)

Before 1993, an RDL program representative visited from seven to ten different HBCU/MIs annually
to promote interest in the SRP among the faculty and graduate students. These efforts were marginally
effective, yielding a doubling of HBCI/MI applicants. In an effort to achieve AFOSR’s goal of 10%
of all applicants and selectees being HBCU/MI qualified, the RDL team decided to try other avenues
of approach to increase the number of qualified applicants. Through the combined efforts of the
AFOSR Program Office at Bolling AFB and RDL. two very active minority groups were found,
HACU (Hispanic American Colleges and Universities) and AISES (American Indian Science and
Engineering Society). RDL is in communication with representatives of each of these organizations on
a monthly basis to keep up with the their activities and special events. Both organizations have
widely-distributed magazines/quarterlies in which RDL placed ads.

Since 1994 the number of both SFRP and GSRP HBCU/MI applicants and participants has increased
ten-fold, from about two dozen SFRP applicants and a half dozen selectees to over 100 applicants and
two dozen selectees, and a half-dozen GSRP applicants and two or three selectees to 18 applicants and
7 or 8 selectees. Since 1993, the SFRP had a two-fold applicant increase and a two-fold selectee
increase. Since 1993, the GSRP had a three-fold applicant increase and a three to four-fold increase in
selectees.



In addition to RDL's special recruiting efforts, AFOSR attempts each year to obtain additional funding
or use leftover funding from cancellations the past year to fund HBCU/MI associates. This year, 5
HBCU/MI SFRPs declined after they were selected (and there was no one qualified to replace them
with). The following table records HBCU/MI participation in this program.

SRP HBCU/MI Participation, By Year
YEAR SFRP GSRP
Applicants Participants Applicants Participants
1985 76 ' 23 15 11
1986 70 18 20 10
1987 82 32 32 10
1988 53 17 23 14
1989 39 15 13 4
1990 43 14 17 3
1991 42 13 8 5
1992 70 13 9 5
1993 60 13 6 2
1994 90 16 11 6
1995 90 21 20 8
1996 119 27 18 7

6. SRP FUNDING SOURCES

Funding sources for the 1997 SRP were the AFOSR-provided slots for the basic contract and
laboratory funds. Funding sources by category for the 1997 SRP selected participants are shown here.




1997 SRP FUNDING CATEGORY SFRP GSRP HSAP
AFOSR Basic Allocation Funds 141 89 123
USAF Laboratory Funds 48 9 17
HBCU/MI By AFOSR 0 0 N/A
(Using Procured Addn’l Funds)
TOTAL 9 98 140
SERP - 188 were selected, but thirty two canceled too late to be replaced.
GSRP - 98 were selected, but nine canceled too late to be replaced.
HSAP - 140 were selected, but fourteen canceled too late to be replaced.
7. COMPENSATION FOR PARTICIPANTS
Compensation for SRP participants. per five-day work week, is shown in this table.
1997 SRP Associate Compensation
PARTICIPANT CATEGORY | 1991 | 1992 | 1993 | 1994 | 1995 | 1996 | 1997
Faculty Members $690 | $718 | $740 | $740 | S740 | $770 | STIO
Graduate Student $425 | $442 | $455 | $455 | S455 | $470 | 70
(Master's Degree)
Graduate Student $365 | $380 | $391 | $391 | S391 | $400 | 400
(Bachelor's Degree)
High School Student $200 | $200 | $200 | $200 | S200 | S$200 | S200
~ (First Year)
High School Student $240 | $240 | $240 | $240 | S240 | S240 | S240
(Subsequent Years)

The program also offered associates whose homes were more than 50 miles from the laboratory an
expense allowance (seven days per week) of $50/day for faculty and $40. day for graduate students.
Transportation to the laboratory at the beginning of their tour and back to their home destirations at

the end was also reimbursed for these participants. Of the combined SFRP and GSRP associazs,

65 % (194 out of 286) claimed travel reimbursements at an average round-trip cost of $776.

Faculty members were encouraged to visit their laboratories before their summer tour began. All costs
of these orientation visits were reimbursed. Forty-three percent (85 out of 188) of faculty associates
took orientation trips at an average cost of $388. By contrast, in 1993, 58 % of SFRP assocztes took
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orientation visits at an average cost of $685; that was the highest percentage of associates opting to
take an orientation trip since RDL has administered the SRP, and the highest average cost of an
orientation trip. These 1993 numbers are included to show the fluctuation which can occur in these
numbers for planning purposes.

Program participants submitted biweekly vouchers countersigned by their laboratory research focal
point, and RDL issued paychecks so as to arrive in associates’ hands two weeks later.

This is the second year of using direct deposit for the SFRP and GSRP associates. The process went
much more smoothly with respect to obtaining required information from the associates, only 7% of
the associates’ information needed clarification in order for direct deposit to properly function as
opposed to 10% from last year. The remaining associates received their stipend and expense payments
via checks sent in the US mail.

HSAP program participants were considered actual RDL employees, and their respective state and
federal income tax and Social Security were withheld from their paychecks. By the nature of their
independent research, SFRP and GSRP program participants were considered to be consultants or
independent contractors. As such, SFRP and GSRP associates were responsible for their own income
taxes, Social Security, and insurance.

8. CONTENTS OF THE 1997 REPORT

The complete set of reports for the 1997 SRP includes this program management report (Volume 1)
augmented by fifteen volumes of final research reports by the 1997 associates, as indicated below:

1997 SRP Final Report Volume Assignments

LABORATORY SFRP GSRP HSAP
Armstrong 2 7 12
Phillips 3 8 13

| Rome 4 9 14

r Wright 5A, 5B 10 15

! AEDC, ALCs, WHMC 6 11 16




APPENDIX A — PROGRAM STATISTICAL SUMMARY

A. Colleges/Universities Represented

Selected SFRP associates represented 169 different colleges, universities, and institutions,
GSRP associates represented 95 different colleges, universities. and institutions.

B. States Represented

SFRP -Applicants came from 47 states plus Washington D.C. Selectees represent 44 states.

GSRP - Applicants came from -+ states. Selectees represent 32 states.

HSAP - Applicants came from thirteen states. Selectees represent nine states.

Total Number of Participants
SFRP 189
GSRP 97
HSAP 140

TOTAL 426

Degrees Represented

SFRP GSRP TOTAL
Doctoral 184 0 184
Master's 2 41 43
Bachelor's 0 56 56
TOTAL 186 97 298




SFRP Academic Titles

Assistant Professor 64

Associate Professor 70

Professor 40

Instructor 0

Chairman 1

Visiting Professor 1

Visiting Assoc. Prof. 1

Research Associate 9

TOTAL 186
Source of Leaming About the SRP
Category Applicants Selectees
Applied/participated in prior years 28% 34%
Colleague familiar with SRP 19% 16%
Brochure mailed to institution 23% 17%
Contact with Air Force laboratory 17% 23%
IEEFE Spectrum 2% 1%
BIIHE 1% 1%
Other source 10% 8%
TOTAL 100% 100%
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APPENDIX B —~ SRP EVALUATION RESPONSES

1. OVERVIEW

Evaluations were completed and retumed to RDL by four groups at the completion of the SRP. The
number of respondents in each group is shown below.

Table B-1. Total SRP Evaluations Received

Evaluation Group Responses
SFRP & GSRPs 275
HSAPs 113
USAF Laboratory Focal Points 84
USAF Laboratory HSAP Mentors 6

All groups indicate unanimous enthusiasm for the SRP experience.

The summarized recommendations for program improvement from both associates and laboratory
personnel are listed below:

A. Better preparation on the labs’ part prior to associates' arrival (i.e., office space,
computer assets, clearly defined scope of work).

B. Faculty Associates suggest higher stipends for SFRP associates.

C. Both HSAP Air Force laboratory mentors and associates would like the summer tour
extended from the current 8 weeks to either 10 or 11 weeks; the groups state it takes 4-
6 weeks just to get high school students up-to-speed on what’s going on at laboratory.
(Note: this same argument was used to raise the faculty and graduate student
participation time a few years ago.)
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2. 1997 USAF LABORATORY FOCAL POINT (LFP) EVALUATION RESPONSES

“The summarized results listed below are from the 84 LFP evaluations received.

1. LFP evaluations received and associate preferences:

Table B-2. Air Force LFP Evaluation Responses (By Type)

How Many Associates Would You Prefer To Get ? (% Response)

SFRP GSRP (w/Univ Professor) GSRP (w/o Univ Professor)

Lab Evals 0 1 2 3+ 0 1 2 3+ 0 1 2 3+
Recv’d

AEDC 0 - - - - - - - - - - - -
WHMC 0 - - - - - - - - - - - -
AL 7 28 28 28 14 54 14 28 0 86 0 14 (1]
USAFA 1 0 100 0 0 100 0 0 0 0 100 0 0
PL 25 40 40 16 4 88 12 0 0 84 12 4 0
RL 5 60 40 0 0 80 10 0 0 100 0 0 0
WL 36 30 43 20 6 78 17 4 0 93 4 2 0
Total 84 RN% 50% 13% 5% | 80% 11% 6% 0% | 13% 2% 4% 0%

LFP Evaluation Summary. The summarized responses, by laboratory, are listed on the following
page. LFPs were asked to rate the following questions on a scale from 1 (below average) to 5 (above

average).

2. LFPs involved in SRP associate application evaluation process:
a. Time available for evaluation of applications:
b. Adequacy of applications for selection process:

3. Value of orientation trips:

4. Length of research tour:

5 a.
b.
6. a.
b.
c.
7. a.
b.

Benefits of associate's work to laboratory:

Benefits of associate's work to Air Force:

Enhancement of research qualifications for LFP and staff:
Enhancement of research qualifications for SFRP associate:
Enhancement of research qualifications for GSRP associate:
Enhancement of knowledge for LFP and staff:
Enhancement of knowledge for SFRP associate:

c. Enhancement of knowledge for GSRP associate:

8. Value of Air Force and university links:

9. Potental for future collaboration:

10.  a. Your working relationship with SFRP:

b. Your working relationship with GSRP:

11. Expenditure of your time worthwhile:

(Continued on next page)
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12. Quality of program literature for associate:
13.  a. Quality of RDL's communications with you:

b. Quality of RDL's communications with associates:
14. Overall assessment of SRP:

Table B-3. Laboratory Focal Point Reponses to above questions

AEDC AL USAFA PL RL WHMC WL
# Evals Recv’d 0 7 1 14 5 0 46
Question #

2 - 86 % 0% 88 % 80 % - 85 %
2a - 4.3 n/a 3.8 4.0 - 3.6
2b - 4.0 n/a 3.9 4.5 - 4.1
3 - 4.5 n/a 43 43 - 3.7
4 - 4.1 4.0 4.1 4.2 - 3.9
5a - 4.3 5.0 4.3 4.6 - 4.4
5b - 4.5 n/a 4.2 4.6 - 43
6a .- 4.5 5.0 4.0 44 - 43
6b - 4.3 n/a 4.1 5.0 - 4.4
6¢ - 3.7 5.0 35 5.0 - 43
Ta - 4.7 5.0 4.0 4.4 - 43
7b - 4.3 n/a 4.2 5.0 - 4.4
7c - 4.0 5.0 39 5.0 - 43
8 - 4.6 4.0 4.5 4.6 - 43
9 - 4.9 5.0 4.4 4.8 - 42
10a - 5.0 n/a 4.6 4.6 - 4.6
10b - 4.7 5.0 3.9 5.0 - 4.4
I1 - 4.6 5.0 4.4 4.8 - 4.4
12 - 4.0 4.0 4.0 4.2 - 3.8
13a - 3.2 4.0 3.5 3.8 - 34
13b - 3.4 4.0 3.6 4.5 - 3.6
14 - 4.4 5.0 4.4 4.8 - 4.4
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3. 1997 SFRP & GSRP EVALUATION RESPONSES

The summarized results listed below are from the 257 SFRP/GSRP evaluations received.

Associates were asked to rate the following questions on a scale from 1 (below average) to 5 (above
average) - by Air Force base results and over-all results of the 1997 evaluations are listed after the
questions.

The match between the laboratories research and your field:
Your working relationship with your LFP:
Enhancement of your academic qualifications:
Enhancement of your research qualifications:
Lab readiness for you: LFP, task, plan:
Lab readiness for you: equipment, supplies, facilities:
Lab resources:
Lab research and administrative support:
. Adequacy of brochure and associate handbook:
10. RDL communications with you:
11. Overall payment procedures:
12. Overall assessment of the SRP:
13. a. Would you apply again?

b. Will you continue this or related research?
14. Was length of your tour satisfactory?
15. Percentage of associates who experienced difficulties in finding housing:
16. Where did you stay during your SRP tour?

a. At Home:

b. With Friend:

c. On Local Economy:

d. Base Quarters:
17. Value of orientation visit:

Voo NN R LD

a. Essential:

b. Convenient:

C. Not Worth Cost:
d. Not Used:

SERP and GSRP associate’s responses are listed in tabular format on the following page.
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Table B-4. 1997 SFRP & GSRP Associate Responses to SRP Evaluation

Amold | Brooks | Edwards | Eglin § Griffis Hanwnm Relly | Kirtland | Lacklind Rohiny § Tyndall WPAFB [ average
¥ 6 438 6 14 3t 19 3 2 1 2 10 85 57
res
1 4.8 4.4 4.6 4.7 | 44 4.9 4.6 4.6 5.0 5.0 4.0 4.7 4.6
2 5.0 4.6 4.1 49 | 47 4.7 5.0 4.7 5.0 5.0 4.6 4.8 4.7
3 4.5 4.4 4.0 461 43 4.2 4.3 4.4 5.0 5.0 4.5 4.3 4.4
4 4.3 4.5 38 4.6 | 14 4.4 4.3 4.6 5.0 4.0 4.4 4.5 4.5
5 4.5 4.3 33 48 ] 44 4.5 4.3 4.2 5.0 5.0 3.9 4.4 4.4
6 4.3 4.3 3.7 4.7 | 44 4.5 4.0 3.8 5.0 5.0 3.8 4.2 4.2
7 4.5 4.4 4.2 481 45 4.3 4.3 4.1 5.0 5.0 4.3 4.3 4.4
8 45 | 4.6 3.0 §49] 44 4.3 4.3 4.5 5.0 5.0 4.7 4.5 4.5
9 4.7 | 4.5 4.7 451 43 4.5 471 43 5.0 5.0 4.1 4.5 4.5
10 § 42 ] 44 47 144} 41 4.1 4.0 ) 4.2 5.0 4.5 3.6 4.4 4.3
11 3 381 4.1 45 1401 39 4.1 401 4.0 3.0 4.0 3.7 4.0 4.0
12 5.7 4.7 4.3 49 ] 45 4.9 4.7 4.6 5.0 4.5 4.6 4.5 4.6
Numbers below are entages

13a 83 9% 8 93 87 75 100 81 100 100 100 86 87
135 1 100 89 83 100 | 94 98 100 94 100 100 100 94 93
14 & 96 100 90 87 80 1060 92 100 100 70 84 88
15 17 6 0 33 20 76 33 25 0 100 20 8 39

16a - 26 17 9 38 23 33 4 - - - 30

16b } 100 33 - 40 - 8 - - - - 36 2

16c - 41 83 4 62 69 67 96 100 100 64 68

16d - - - - - - - - - - - 0

17a - 33 100 17 50 14 67 39 - 50 40 31 35

17b - 21 - 17 10 14 - 24 - 50 20 16 16

17c - - - - 10 7 - - - - - 2 3

17d | 100 46 - 66 30 69 33 37 100 - 40 51 46




4. 1997 USAF LABORATORY HSAP MENTOR EVALUATION RESPONSES

Not enough evaluations received (5 total) from Mentors to do useful summary.
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5. 1997 HSAP EVALUATION RESPONSES

The summarized results listed below are from the 113 HSAP evaluations received.

HSAP apprentices were asked to rate the following questions on a scale from
1 (below average) to 5 (above average)

1. Your influence on selection of topic/type of work.
2. Working relationship with mentor, other lab scientists.
3. Enhancement of your academic qualifications.
4. Technically challenging work.
5. Lab readiness for you: mentor. task, work plan. equipment.
6. Influence on your career.
7. Increased interest in math/science.
8. Lab research & administrative support.
9. Adequacy of RDL’s Apprentice Handbook and administrative materials.
10. Responsiveness of RDL communications.
11. Overall payment procedures.
12. Overall assessment of SRP value to you.
13. Would you apply again next year? Yes (92 %)
14. Will you pursue future studies related to this research? Yes (68 %)
15. Was Tour length satisfactory? Yes (82 %)
Arnold Brooks Edwards Eglin Griffiss Hanscom Kirland Tyndall | WPAFB  Totals
# 5 19 7 15 13 2 7 5 40 113
resp
1 2.8 33 3.4 3.5 3.4 4.0 3.2 3.6 3.6 34
2 4.4 4.6 4.5 4.8 4.6 4.0 4.4 4.0 4.6 4.6
3 4.0 4.2 4.1 4.3 4.5 5.0 4.3 4.6 4.4 4.4
4 3.6 3.9 4.0 4.5 4.2 5.0 4.6 3.8 4.3 4.2
5 4.4 4.1 3.7 4.5 4.1 3.0 3.9 3.6 39 4.0
6 3.2 3.6 3.6 4.1 3.8 5.0 3.3 3.8 3.6 3.7
7 2.8 4.1 4.0 39 3.9 5.0 3.6 4.0 4.0 39
8 3.8 4.1 4.0 4.3 4.0 4.0 4.3 3.8 4.3 4.2
9 4.4 3.6 4.1 4.1 3.5 4.0 3.9 4.0 3.7 3.8
10 | 4.0 3.8 4.1 3.7 4.1 4.0 3.9 24 3.8 3.8
11 4.2 4.2 3.7 3.9 3.8 3.0 3.7 2.6 3.7 3.8
12 4.0 4.5 4.9 4.6 4.6 5.0 4.6 4.2 4.3 4.5
Numbers below are percentages
13 ] 60% 95% | 100% 100% | 85% 100% | 100% 100% | 90% 92%
14 | 20% 80% 71% 80% | 54% 100% 71% 80% | 65% 68%
15 | 100% 70% 71% 100% | 100%  50% 86% 60% | 80% 82%
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TESTING PROTOCOL FOR THE DEMILITARIZATION
SYSTEM AT THE EGLIN AFB HERD FACILITY

Richard O. Mines, Jr., Ph.D., P.E.
Assistant Professor
Department of Civil & Environmental Engineering
University of South Florida

Abstract

A sampling and testing protocol was developed for evaluatirig the three-stage wastewater
filtration system and slurry feed injection system to the molten salt destruction unit at the High
Explosive Research and Development (HERD) demilitarization facility at Eglin Air Force Base in
Florida. Both systems are to be evaluated for their effectiveness in treating the wastewater and high
explosive solids. The wastewater or “pink water” generated from washing out warheads will be treated
by a three-stage filtration system consisting of sand filters, a fabric filter, and activated carbon filters so
that it can be reused in the high-pressure water washout system. The slurry containing high explosive
material will be oxidized to carbon dioxide, nitrogen and water vapor using the molten salt destruction
process (MSD). Grab samples will be collected on the influent and effluent wastewater streams to the
sand filters, fabric filter, and activated carbon filters. It is anticipated that approximately 99 percent of
both the influent suspended solids and organic material as measured by chemical oxygen demand (COD)
will be removed by the three-stage filtration system. Various air flow rates, slurry injection rates, and
slurry compositions will be evaluated using the feed system test apparatus (FSTA) so that optimum rates
can be determined to brevent plugging of the slurry feed injection tube to the molten salt destruction
process. The molten salt destruction process is expected to achieve greater than 99.9 percent oxidation of

the organic components in the slurry to carbon dioxide and water.
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TESTING PROTOCOL FOR THE DEMILITARIZATION
SYSTEM AT THE EGLIN AFB HERD FACILITY

Richard O. Mines, Jr.
Introduction
Since the end of the cold war, there has been an increased interest in the reuse and destruction of obsolete
munition and propulsion systems. Smaller defense budgets necessitate that excess munitions stockpiles
be eliminated by demilitarizing operations and open detonation. With the increase in environmental
awareness, regulatory agencies have placed more stringent requirements on the discharge of air and
water pollutants. In particular, permits for open burning /open detonation (OB/OD) and incinerators
have become more difficult to obtain. Wastewater that is generated during demilitarization (demil)
operations must be properly treated before discharging to a municipal sewer system or to a surface water.
All wastewater treatment facilities that discharge into surface waters are required to have a National
Pollution Discharge Elimination System (NPDES) permit. Wastewater facilities that discharge to
surface waters in the Tampa Bay, Florida area must meet effluent limits of approximately 5 mg/L
biochemical oxygen demand (BOD), 5 mg/L suspended solids (SS), 3 mg/L total nitrogen (TN), and 1
mg/L total phosphorus (TP), respectively. To meet such low limits, advanced wastewater treatment
(AWT) processes are required (Mines {1}). Innovative and cost efficient processes must be used for
reducing and destroying the wastes associated with demilitarization operations and treating the

wastewater generated at these facilities.

Numerous studies have been conducted on the use of high-pressure water washout systems for cutting
and removing explosive materials from warheads ( Giltner, Meschberger, and Worsey {2}, Giltner,

Sitton, and Worsey {3}, Summers, Worsey, Blaine, Fossey, Burch, and Johnson {4}, Fossey,
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Rankin, Klosterman, and Craig {5}, and Craig, Short, Summers, and Worsey {6} Other investigators
have focused their research efforts on the destruction of explosives and hazardous wastes using molten
salt technology (Upadhye, Brummond, and Pruneda {7}, Bechtel {8}, and Consaga and Heslop {9}).
Research conducted at Lawrence Livermore National Laboratories (LLNL) has been performed at both
bench-scale and pilot-scale levels on slurries containing high explosives ( Upadhye, Brummond, and
Pruneda {10}). The molten salt destruction process at the Naval Surface Warfare Center Indian Head,
Maryland (NSWC - IH) is a pilot-scale unit to which explosive solids are fed to the process rather than

using a slurry (Consaga {9}).

This report describes the sampling and testing protocol that was developed for evaluating the
effectiveness of the demilitarization system at the High Explosive Research and Development (HERD)
demilitarization facility at Eglin Air Force Base, Florida. The next section discusses the demilitarization

process that is being installed at Eglin.

Discussion of Problem

The Armament Directorate of Wright Laboratory at Eglin Air Force Base, Florida is in the process of
installing a pilot-scale high-pressure water washout system followed by a molten salt destruction process
(MSD) for treating high explosives produced at the High Explosive Research and Development (HERD)
facility. The HERD facility at Eglin generates an average of approximately 300 pounds of explosive
waste per month. Explosive wastes, contaminated hardware, and personal protective equipment are
currently disposed of on Eglin ranges using OB/OD. Waste streams consisting of water and explosive
cuttings from machining operations are treated by gravity settling basins prior to discharge to the bases’

wastewater treatment facility.
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A demilitarization facility has been constructed for washing out the explosive materials from various
warhead sizes. This is accomplished with a high-pressure water washout system (14.5 gallon per minute
at 15,000 pounds per square inch) followed by high-pressure water maceration to achieve a reduction in
particle size. The macerator reduces explosive materials to a particle size range of 0.140 millimeter
(149 micron) to 3.17-mm (3170 micron) in diameter. The wastewater or “pinkwater” that is generated
contains suspended explosive particles less than 149 micron in diameter, soluble organics, halides
(ammonium perchlorate for example) and metals such as aluminum or tungsten. The wastewater is
physically treated by passing through a three-stage filtration system consisting of sand filters, a fabric
filter, and activated carbon filters. The reclaimed water is sent to a storage tank prior to being reused in
the high-pressure washout system. The warhead casing can be reused, retained for study or sold for

scrap metal.

The high-pressure water washout system is used as a tool for cutting and removing explosive material
from warheads. After maceration, the explosive solids fall through a chute into the slurry surge tank
where make-up water is added to achieve a slurry concentration of approximately 30 percent high
explosive by mass. A diaphragm pump is used for pumping the slurry from the slurry surge tank to the
slurry holding tank. The slurry is pumped by a diaphragm pump to the molten salt destruction process
(MSD). The Molten Salt Destruction Process was originally developed by Rockwell International as a
single-stage coal gasification process. Lawrence Livermore National Laboratory (LLNL) has developed
a pilot-scale unit for treating approximately 5 kilograms per hour of high explosive wastes using MSD
(Upadhye, Brummond, and Pruneda {10}). The waste is injected into the reactor along with air which
acts as the carrier gas and provides air for oxidation. The reactor contains molten salt which may consist
of a single salt or a low melting eutectic mixture of salts such as sodium carbonate, potassium carbonate,

and/or lithium carbonate. The temperature of the reactor is normally maintained between 400 to 1000 °©
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C. The combustible organic components in the waste react with the oxygen to produce carbon dioxide,
nitrogen, and steam. The inorganic components, in the form of ash, are captured in the molten salt bed
as a result of wetting and dissolution of the ash (Upadhye, Brummond, and Pruneda {7}). During the
pyrolysis and combustion of halogenated hydrocarbons, acidic gases are produced that are neutralized by
the alkaline carbonates. If required, off-gases from the process may be cleaned with fabric and HEPA
filters prior to discharge. At the end of the process runs, the salt is separated into carbonates, non-
carbonate salts, and ash. The carbonates are recycled back to the process and the stable salts and ash are
disposed of appropriately. Explosive wastes containing, 2,4,6-trinitrotoluene (TNT), 1,3,5-trinitro-1,3,5-
triazocyclohexane (RDX), and 1,3,5,7-tetranitro-1,3,5,7-tetraazocycloctane (HMX) have been

successfully treated using the MSD (Jeffers and Corley {10}).

Objectives

The major objectives to be accomplished in this study are as follows:

1. Characterize the wastewater following maceration, sand filtration, fabric filtration, and carbon

filtration.

2. Characterize the slurry containing high explosives that is fed to the molten salt destruction process.

3. Determine the efficiency of the three-stage filtration system for removing suspended solids and

soluble organics as measured by the chemical oxygen demand (COD).

4. Determine the quantity of water that can be processed by the sand filters prior to initiating a

baskwash and the time interval between backwashings.
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5. Determine the appropriate slurry feed rate, percent solids in slurry, and air flow rate that can be

applied to the molten salt destruction process without plugging up the feed injection tube.

6. Develop system operating data on the molten salt destruction process: slurry feed rate, percent solids
in the slurry, composition and purity of salt bed, and concentration and composition of off-gases

from the molten salt destruction process for the four types of high explosives.

Methodology

The proposed research will be carried out at the HERD facility’s Demil Building (1233). A three phased
approach will be used in performing the proposed research. Phase I of the study will involve the
evaluation of the three-stage filtration system for treating the wastewater generated from the high-
pressure water warhead washout system. Phase II of this study will utilize the feed system test apparatus
(FSTA) for assessing appropriate slurry feed rates and air flow rates that will be applied to the molten
salt destruction process using a high explosive simulant. Phase I1I will focus on  the collection of system
operating data with regard to slurry feed rates and air flow rates, percent solids in the slurry, and
concentration and composition of off-gases from the molten salt destruction process for the four types of

high explosives evaluated.

Wastewater Treatment

To determine the effectiveness of the three-stage wastewater filtration system, a sampling and testing
program will be conducted. Phase I-A will involve tests performed on a high explosive simulant whereas,
Phase I-B will utilize four different types of high explosives as discussed below. Phase I-A of the testing
will be performed on a high explosive simulant to collect preliminary data with regard to the anticipated

time interval between backwashings and the volume of water that can be treated between backwashings.
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Percent suspended solids removal through the sand filters, fabric filter, and through the carbon filters
will be determined. A particle size distribution of the wastewater entering and exiting the sand, fabric,
and carbon filters will be performed. Phase I-B will be similar to Phase I-A, however, four types of
explosive materials (TNT, RDX, HMX, and tritonal or Tung-5) will be evaluated and more emphasis
will be placed on the chemical characteristics of the wastewater throughout the three-stage filtration
process. A warhead casing containing a high explosive simulant will be used in Phase I-A, and four
warhead casings with the different types of explosive materials will be used in Phase I-B. During the
Phase I-A testing, grab samples of approximately 1.0 liter will be manually collected in glass bottles or
polytetrafluoroethylene (TFE) containers and analyses performed as soon as possible after collection.
Samples shall be preserved in accordance with Section 1060 C of Standard Methods {12}and the
maximum sample holding times as presented in Table 1060 of Standard Methods {12}should be
followed. Samples collected during Phase I-A may be collected while the macerator is in operation.
During Phase I-B, samples must be collected after the macerator has been turned-off, since personnel are
not allowed in the Demil Building when high explosive wastes are being processed. Alternatively,
automatic samplers may be installed to collect the samples during actual processing of the “pink water”.

This would provide more representative samples, however, this approach may not be cost-effective.

Influent and effluent grab samples to the sand filters, fabric filter, and activated carbon filters will be
collected during each run. A minimum of two runs will be made for each type of explosive and simulant
tested. Figure 1 is a schematic showing the proposed sampling locations. Wastewater flowrate will be
measured by a Venturi flowmeter and the time between backwashings the filters will be monitored. The
volume of water filtered prior to backwashing will also be determined based on the flow measurement
readings. The analytical procedures will be in accordance with Standard Methods {12}. The specific

method to be used from Standard Methods {12} is listed in parentheses following the specific parameter
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to be measured. Analytical tests to be performed on the samples include: total solids (2540 B),
suspended solids, (2540 D), and dissolved solids (2540 C); temperature (2550 B), pH (4500 - H* B),
total alkalinity (2320 B), chemical oxygen demand (COD) (5220 B or 5220 C), total Kjeldahl nitrogen
(TKN) (4500 - Norg C), and ammonia (NH3) (4500 - NH3 F). In Phase I-A, only the solids analyses will
be performed on the wastewater samples. During Phase I-B, the complete set of analyses will be
performed on the wastewater samples collected. The particle size distribution of the wastewater entering
and exiting the sand filters, fabric filters, and carbon filters will be determined for each simulant and high

explosive evaluated. Particle size and distribution will be measured by a Coulter particle counter.

Diaphragm Sand Filters
Pump Activated Carbon
Filters
Influent
Wastewater g‘ﬁ» F'
Flow Meter

. Fabric - i Reclaimed
. Sampling Filter Water

Locations

Figure 1. Schematic of Filtration System.

MSD Feed System Test Apparatus

The molten salt destruction process was originally developed by Rockwell International. Lawrence
Livermore National Laboratory has developed bench-scale and pilot-scale units for destroying high
explosive wastes. Their bench-scale unit was capable of handling 1 to 1.5 kilograms per hour of high
explosive material (Upadhye, Brummond, and Pruneda {10}) whereas the pilot-scale unit could process
5.0 kg per hour. Problems with their pilot-scale unit’s feed injection system led to the plugging of the

feed injection tube leading to a non-energetic steam explosion and the release of molten salt from the
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reactor (Al Committee {13}). To overcome these problems, a feed system test apparatus (FSTA) is to
be constructed to investigate various high explosive injection feed rates and air flow rates that can be
utilized in the pilot-scale molten salt destruction process that will be installed in the Demil Building

(1233) at the HERD facility. Figure 2 is a schematic of the FSTA.

Standard Modified Pressure
Diaphragm Peristaltic Transducers
Pump #1 Pump #2 Flow
Transducer Air Flow In
«—Mass Flow Controller
Feed Pipe 0

120V/700 Watt
Electric Heaters

|
30 Gallon Slurry

Holding Tank Feed
Injection
Tube » Ceramic
- TR Insulators
Support
Thermocouples StaF:ﬁ:l

Slurry Catch Pan

Figure 2. Schematic of Feed SystemTest Apparatus

The characterization and testing protocol to be followed for the feed system test apparatus is described
below. Phase II will involve feeding a high explosive simulant through the feed system test apparatus.
The temperature of the reactor will be monitored in the feed injection tube from top to bottom by
thermocouples (approximately at 6 locations). The slurry feed rate and discharge pressure from the
peristaltic pump will be measured by a flow transducer and pressure transducer, respectively. The
percent solids concentration and particle size distribution of the slurry fed to the molten salt destruction

process will be measured. Percent solids will be measured by drying approximately 25 to 50 grams of
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slurry at 103 to 105 °C (2540 G, Standard Methods {12}). Particle size and distribution will be
accomplished by running an aqueous sample through the Coulter particle counter. The air mass flow rate
is to be measured by a flow transducer. Major parameters that will be examined include: temperature
of the slurry at the bottom of the feed injection tube, influent feed pressure, percent solids concentration

of slurry feed, slurry feed rate, and air flow mass rate.

Molten Salt Destruction Process

Phase III will focus on developing operational parameters for the molten salt destruction process. Figure
3 is a schematic of the molten salt destruction process. Four types of explosives , TNT, RDX, HMX,
and tritonal or Tung-5 will be evaluated. The following parameters were identified as those that have the
most significant impact on the design and operation of the molten salt destruction process. Major
parameters that will be examined include: temperature of the reactor, influent feed pressure, percent
solids concentration of slurry feed, slurry feed rate, air flow rate, off-gas composition and concentration,
and composition of salt bed. These parameters will be evaluated during Phase III of this research
program so that the appropriate ranges can be established for proper destruction of the explosives.
Analyses will be performed in accordance to the procedures outlined in Standard Methods {12} or EPA
approved methods. A gas chromatograph/mass spectrometer (GC/MS) will be used for identifying the
various components in the off-gas. It may be necessary to use Fourier transform infrared spectroscopy
(FTIR) to determine the concentration of nitrogen dioxide (NO7) in the off-gas. High performance
liquid chromatography (HPLC) will be used for identifying the specific components (i.e. TNT, HMX,
RDX) in the slurry feed and in the salt bed. Section 6010 B Standard Methods {12} discusses sample
collection and preservation of samples whereas, Section 6010 C describes the analytical methods that can

be used for the HPLC analyses. An ion chromatograph will be used for determining the concentration of
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metal ions ( sodium, potassium, lithium, etc.) in the salt bed. The composition and concentration of the

off-gases, and the organics and inorganics in the salt bed will be measured for each run.

8 Gallon Slurry
Holding Tank

Peristaltic  Peristaltic
Pump #1 Pump #2

-_'::'LTO::::: Feed Pipe

Air Flow In

Off-Gas Pipe

Rupture Disk

Downcomer

Surge
Tank

.

Molten Salt
Reactor

Figure 3. Schematic of Molten Salt Destruction Process.

Testing Schedule

The wastewater sampling and testing program is expected to begin in early August and be completed at

the end of September. It is anticipated that it will take approximately four months to complete Phase I
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and Phase II of this project. A minimum of two runs will be made for each type of explosive or simulant

tested during Phase I and II. Phase III is expected to take approximately six months to complete.

Conclusions

A sampling and testing program was developed for evaluating the HERD’s Demil facility at Eglin AFB
in Florida. Phase I of the program focused on evaluating the three-stage filtration system for treating the
wastewater or “pink water” generated during demiling operations. Warheads containing high explosive
simulant and high explosive material will be evaluated during this phase. Grab samples will be collected
on the influent and effluent to the sand filters, fabric filter, and activated carbon filters. A minimum of
two runs will be made for each type of explosive or simulant tested. It is anticipated that one simulant
and four types of high explosives consisting of TNT, RDX, HMX, and tritonal or Tung-5 will be

evaluated.

Phase II of the program will involve an evaluation of the feed system test apparatus (FSTA) using a high
explosive simulant to determine appropriate air flow rates and slurry feed rates that can be safely applied
to the molten salt destruction process. It is anticipated that a minimum of two runs will be made for each

set of parameters evaluated.

Phase I will focus on developing operating parameters for the actual molten salt destruction process.
Major parameters that will be examined include: temperature of the reactor, influent feed pressure,
percent solids concentration of slurry feed, slurry feed rate, air flow rate, off-gas composition and
concentration, and composition of sait bed. Four types of high explosives consisting of TNT, RDX,

HMX, and tritonal or Tung-5 will be evaluated during Phase III.
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It will take approximately four months to complete Phase I and 11, and six additional months to complete

Phase II1.
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A USEFUL BENCHMARKING METHOD IN COMPUTATIONAL
MECHANICS, CFD. AND HEAT TRANSFER

V. Dakshina Murty
Professor
School of Engineering
University of Portland

Abstract

A procedure for efficient benchmarking of computer solutions in the fields of
computational mechanics including computational fluid mechanics, heat transfer,
and k-¢ turbulence models is presented. It consists of using assumed solutions to
calculate the required source terms and use the resulting source terms as inputs
to back calculate the displacements, velocities, temperature, etc. The procedure
works for nonlinear problems also. Examples are provided from elasticity, Navier-
Stokes equations, nonlinear heat conduction, convective heat transfer, and k-¢
turbulence modeling.
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A USEFUL BENCHMARKING METHOD IN COMPUTATIONAL
MECHANICS, CFD. AND HEAT TRANSFER

V. Dakshina Murty
Introduction

The field of computational mechanics (including computational fluid dynamics,
heat transfer) has matured in the past several years. This is evident from the
amount of software in the form of commercial codes available for solving every
conceivable problem in mechanics. Yet one of the questions that appears to
remain unanswered or perhaps even unaddressed is efficient benchmarking of
these codes. One procedure is to compare the numerical solutions against
experimental data available in the literature. This procedure though convenient,
leaves a lot to be desired. For one thing, the computer solutions do not simulate
the physical problem directly. Rather, they solve the govemning equations, which
are often partial differential equations. In this note, we will present an efficient
procedure for benchmarking computational solutions. In the rest of the paper, the
philosophy behind numerical solutions will be presented followed by detailed
exact solutions of two dimensional elasticity, Navier-Stokes equations, nonlinear
heat transfer, and k-¢ turbulence models.

Many physical laws encountered in applied mechanics/heat transfer can be
modeled in the form of differential equations, either ordinary or partial. These
equations are often nonlinear and coupled, and as such are difficult to solve
exactly. Hence one has to resort to numerical methods. The situation surrounding
the physical problem and the resulting mathematical models along with their
verification mechanisms is shown in Fig. 1.
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Fig. 1: Steps leading to numerical solutions of boundary value problems in
engineering.

The starting point is the physics of the problem. This could be the
determination of stresses in a composite plate, temperature distribution around a
space module, or flow and turbulence variables in reacting diffusion flames. The
physical model is converted into a mathematical model through suitable
assumptions. The mathematical mode! often consists of coupled nonlinear partial
differential equations which are difficult to solve analytically. Hence numerical
methods, be they finite element, finite difference, finite volume, have to be used.
The numerical algorithms which are developed based on these methods need to
be tested as to their accuracy, stability, and convergence behaviour. Very often,
these numerical solutions are tested against experimental data since exact
solutions are not always available except for simple linearized problems. We
strongly believe that this procedure of comparing numerical solutions with
experiments is at best inadequate and leads to a misleading sense of accuracy of
the numerical algorithms. The reasons are as follows: first of all, as shown in the
Fig. 1, the computer model is solving (often approximating) the mathematical
model and not the physics of the problem. In fact, even to obtain the
mathematical model, several assumptions need to be made. Thus the best
computer solution (if one such could be found) is merely as good as the
mathematical model. Secondly, not all the physical variables that are simulated by
the computer are easily measurable. For example, the displacement field on the
interior of a solid (in solid mechanics), flow and temperature fields (in high
temperature reacting flows), and k and ¢ in the entire flow (for turbulence
modeling) are difficult to measure accurately. Thirdly, most of the comparisons
made between the experimental measurements and computer results are for the
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secondary variables (stresses, heat transfer rates, etc.) and not for the primary
variables (like displacements, velocities, temperatures, etc.). Finally, the true test
of the robustness of an algorithm or a code is how well the numerical solutions
compare with exact solutions. After all, the commercial codes are black boxes for
the end users. Hence, it is of paramount importance that the engineer who is
often such an end user, knows not only the strengths but also the limitations of
the algorithms. Even if the code is unable to produce the exact solution for a test
problem, this inability in itself would be very useful information, since it tells the
limits of applicability of the algorithm. For the above reasons we believe that it is
of utmost importance that any numerical algorithm should be tested against exact
solutions and not experiments. If exact solutions are not available in the literature,
then they should be constructed (which is usually possibie for several nonlinear
problems also) and used as test cases. In the remainder of the paper, we will
demonstrate a procedure by which exact solutions can be constructed, as long as
the governing equations are derived from some kind of a conservation principle.
This condition is met in most applications in mechanics/heat transfer.

Linear Elasticity

Let us start with boundary value problems in linear elasticity. A typical
problem consists of a continuum which is subjected to a set of body forces and
surface tractions and/or displacements, as shown in Fig. 2a.

Prescribed y u=0=y" V"

Tractions s~ onalledges

T =L

2

1

(a) — 2 —]

(b)
Fig. 2: a) Boundary value problem in solid mechanics and b) example problem

in elasticity.

\
\

NWARNS VAR
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»

Prescribed
displacements %

jﬁk\t I (LSRN

The problem consists of finding a displacement field (from which strains and
stresses can be obtained later) which takes on the prescribed values of
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displacements and stresses on the boundary, when the body is subjected to the
given body forces and surface tractions. For simplicity, we will concentrate on two
dimensional plane elasticity, in particular plane strain. The governing equations
are then the equilibrium equations (derived from the conservation of momentumn
principle), strain displacement relations, and stress strain relations. For a plane

strain problem, they can be written as [1]:

E=Ye=Ye=0
Ou=(2G+A) €, + Agy,
On=(2G+A) gy + A g,
0= = - WOy + Oy

= /G

(h

(2)

3

(3a)
4)
&)
(6)
0]

The exact solution for the above set of equations can be constructed as follows.
First, assume any displacement field on the interior of the solid. From the
displacement field, the strains and the corresponding stresses can be calculated.
These stresses when substituted into the equilibrium equations, Egs. (1), (2),
result in a set of body forces B, and By. Now if the solid is subjected to the
prescribed body forces and displacements and tractions on the surface (the
values taken by the assumed fields), and the equations solved, the solutions
obtained should precisely be the assumed displacements. To illustrate the ideas,
let us consider the plate shown in Fig. 2b. The assumed displacement fields and
the resulting body forces are given below:

u=(1CP1Y);  v=(1y)1D); w=0 ®)
B. = 4(2G+A)(1-32)(1-Y’) - 8Axy(1-y*) + 2G(1-x*)? - 8Gxy(1-) (9a)
B, = 4(2G+A)(1-3y’)(1-2) - 8Axy(1-X) + 2G(1-y*)? - 8Gxy(1-y*) (9b)
B,=0 (9¢c)
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Thus the plate if it is subjected to the boundary conditions of vanishing u and v
along the edges and w = 0 everywhere, along with the body force field described
above, we would get the displacement field as given in Eq. (8). The stresses and
strains can be calculated from the displacement field. Notice, that the body force
field as shown in Eq. (9) cannot be simulated in a laboratory. However, this is of
little consequence for the computer solution which is after all simulating the
mathematical model and not the physics of the problem directly.

Navier Stokes Equations

Now we consider the exact solutions for Navier-Stokes equations. For steady,
laminar, incompressible flow of a Newtonian fluid in two dimensions the equations
are the conservation of mass and linear momentum in x and y directions. They
can be written as follows [2]:

%%:o (10)
p(u%+v%)=—-§f—+uvzu+ B, (11)
p(u%+v%)=-§y’i—+pvzv+ B, (12)

The above set of equations is nonlinear and coupled. Thus, it is difficult to obtain
exact solutions for arbitrary geometries and flow situations. However, as in the
case of boundary value problems in solid mechanics, the exact solutions can be
constructed by first assuming a velocity field which satisfies conservation of mass
and using this in conjunction with an assumed pressure field to obtain the
required body forces to satisfy the momentum equations. The resulting body
forces and surface tractions would then be the inputs into the Navier-Stokes
equations, which when solved should give the assumed velocity and pressure
fields in the interior of the fluid. The boundary value problem is shown in Fig. 3.
The corresponding exact solution along with the body force terms is given in the
following equations.

u=x(1-x); = - (1-2x)y; p=1-y (13)
By =2+ x(1-x)(1-2x) (14a)
B, = - 2xy(1-x) + y(1-2x)* - 1 (14b)
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u=x(1-x)
v=(1-2x)

.—>l<

u=0
u=0 vy

v=y

—_—X

f——— ] ——»

v=0; u=x(1-x)

Fig. 3: Problem involving Navier-Stokes equations.

with L = p = 1. We again wish to point out that the problem presented in Egs.
(13), (14) makes little sense physically (it is not even possible to visualize the
corresponding boundary value problem), but it certainly tests the robustness of
the numerical solution.

Nonlinear Heat Conduction

Next we consider the unsteady heat conduction probiem. The governing
equation which is derived from conservation of energy is as follows:

pcgzv.(wm»g (15)

Here we shall consider the nonlinear transient version of the problem. The
physical problem is given in Fig. 3, which consists of a plate whose boundaries
are maintained at all time at T = 0. The nonlinearity appears in the form of
dependence of the thermal conductivity ( on temperature. The exact solutions
along with the source terms are given below. It can be seen that since the
temperature is time dependent, the resulting source term is also time dependent.
Thus, if the plate as shown in Fig. 4, is subjected to the volumetric heat source
given and the boundaries are held at T = 0 for all time, with the given initial
conditions and nonlinear thermal conductivity, the resulting temperature
distribution would be as given by Eq. (16).
T(xy.1) = e'(1-X)(1-y*) (16)

K=T+T (17a)
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T=0

T 1 '/—For all time
2 > X
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for all time

Fig. 4: Transient nonlinear heat conduction problem description with the
Boundary conditions

T(x,y,0) = (1-F)(1-y*) (17b)

O(xy,t) = - €'(1-)(1-y)

+ 2e'2'(]-x2)(1-y2)(2(i?2/ + 26212 (15 (i)
-4l (1-y° P - 8 e -] )
-4y e (1LP - 8PN 1y 1) (18)

Convective Heat Transfer

The next example to be considered is forced convection heat transfer in two
dimensions. The governing equations for incompressible flows of Newtonian
fluids are the continuity equation, Navier-Stokes equations (Egs. (10) - (12)), and
the thermal energy balance equation which is given below [2]:

_ pCp(%,r—+u%+ v%):V-(kVTHS (19)
Notice that we have removed the viscous dissipation term from the energy
equation. However, it can be included into the formulation without modifying the
procedure of constructing exact solutions. From Egs. (10) - (12) and (19) itis
- clear that the coupling between the hydrodynamic equations and thermal energy
balance is only one way, in that once the velocity field (and of course the
pressure field) is known, the temperature equation can be solved, ie., the
velocity field determines the temperature field, but not vice versa. Here too, the
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problem is nonlinear, since the thermal conductivity is dependent on temperature.
The boundary value problem which again cannot be simulated in a laboratory is
shown in Fig. 5. The exact solutions, along with the corresponding source term
are given below:

u, v=0; T=0

i
}/// ///ll//////9/—/ ii4

Y V=0: u=
v=0; u=(/1-y‘) IA/)\ NF N)WINAXX\/Y)‘ ‘NN’XV{'\v_O, u=(1-y4)

T=(1-y}) u=v=0; T=0 T=e(l-y?)

Fig. 5: Computational domain with boundary conditions for convective
heat transfer

u=(1 -y4); v=0; p = constant (20)
B, =12y’;B,=0 (1)
T = e*(1-y%) (22)

with p = Cp =1 and k , thermal conductivity being temperature dependent as k =
T+T2

Turbulence Modeling

As a final example, exact solutions to the a class of turbulent flows are
considered. Turbulence modeling has been one area where extensive literature
on CFD solutions is available. There are several areas of turbulence modeling
like one and two equation models, direct numerical simulation, Reynolds stress
models, large eddy simulations, etc. We will however, concentrate on the k-g
model, for among other things it has found extensive use not only in commercial
software but also in academic research. The governing equations [3,4] are given

below (the continuity equation, given by Eq. (10) is not repeated here).
p(ui+ vi)— —?—p-+—[(u1 +u,)§: ;y ((u + 4, )g‘l

o & & 24)

au &
[(/‘ll +#, 3.1' ay [(#1 +#1)3X] Bx
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J &, J o
P(u%+ v%)= '%‘*‘5‘[(#1 tH, )5;]‘*' g[(#l +H, )b;]

25
[(#,+u, a" a[(#ﬁu,)avl + B, =
e "% d
X vy Dt 2y Eyy O e By ® G pess, (26)

e vl e e n (e v

d. . 0 , 0 9 , . O¢ €’
p(u£+v§)= EX—[(#,+£—)}—]+ g““f*f: )§+C16—-Czp +S. (27)

H = pp—'

Y () (o o
G= ey I s
“’[ {(aJ “’(ayJ (afax”
and C4, Cy, C,, are constants and ok and o, are turbulent Prandtl/Schmidt
numbers. Sy and S; are the source terms similar to body force terms in the
momentum equations. For the sake of convenience the values of C4, C,, C, ok

and o are taken to be 1 and p; the laminar viscosity is set equal to 0. The

similarities between the momentum and energy balance equations and the k-¢
equations (26), (27) are striking. All the terms can be classified into three broad
categories, namely, convection, diffusion, and source terms. The difficulty in
solving the k-¢ equations is mainly due to the stiff nonlinearity of the source
terms. This makes convergence of any numerical scheme not only difficult, but
also unstable and heavily dependent on the boundary (or inlet) values of k and «.
This necessitates the adjustment of the numerical constants of the model or
boundary/inlet values of the variables to get converged solutions, which appear
reasonable. It is due to this reason that we firmly believe that turbulent flow
algorithms and/or codes should be tested against as many exact solutions as
possible and the researchers not be content with comparing them with
experimental data only. It should be pointed out that accurate matching between
numerical and exact solutions is not a cure for all the difficulties associated with
CFD turbulence modeling. However, it certainly provides a measure of confidence
in later predictions made by the algorithm. The numerical problem for the test
case is described in Fig. 6 followed by the exact solutions along with the source
terms.

u=(1-y) v=20; p = constant (28)
B.=12:B,=0 (29)

k=e*(1+y) 50-11 (30)




'/ u=0=v; k=2e* :g=de™

|

2

k=(1+y?): : \
g=(1+y%)? : u=(1-y*); v=0;

u=(1-y%): k=(1+yH/e:
] ————

v=0 e =(1+v)?e

—e -
h X

u=0, v=0; k=2e™: :-:=4e"‘2

£=e (1+y?)? (31
Sy =—~(1- y e " (14 y )= e *(1+ y2) =27  =32yS + ¢ (1+ y2)? (32)
Se ==2x(1- y)e ™ (1+y2)? =267 (14 y)2(2x% ~ )= 32y%™* * (1 + y?) (33)

—e T 12y +4)+ e (14 2y

Conclusions

We have presented a technique for constructing exact solutions for several
nonlinear boundary value problems in computational mechanics and heat
transfer. It is shown that for those equations which are derived from conservation
principles, exact solutions can be constructed. Such solutions, although not
verifiable experimentally, provide valuable insights into the underlying numerical
methods. The same procedure can be extended to other areas like compressible
flows, forced vibrations of plates and shells, modeling of non-Newtonian fluids,
and other areas of engineering.
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Time-Dependent Maxwell Equation Solver
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Abstract

Performance improvement is achieved for a sequential Fortran time-dependent Maxwell equations
solver through improved cache utilization and manual tuning of parallelization. This report describes
the background of the project, the theory behind the improvement being achieved, the methodologies
employed, and the experimental results obtained on the SGI Origin 2000.

Through loop fusion, loop interchange, loop index shift, and other loop transformations, we are
able to enhance the cache locality in the program and to reduce the cache misses drastically. We also
add several Power Fortran directives in the Fortran program to instruct the parallel compiler how to
parallelize the code efficiently.

Experimental runs show that the execution time is reduced from 28 hours to about 3 hours on
one Origin 2000 processor using loop transformations alone. The final version of our code runs
efficiently on the Origin 2000 using up to 16 processors. In fact, our program uses less time than
the corresponding MPI program when running on the SGI Origin 2000 using six processors, while
the coding time involved is much shorter than the time used to develop the MPI code. Based on the
experience learned during the summer, we believe that a high level parallel programming language
such as the Power Fortran or High Performance Fortran is a viable and alternative way to parallelize
many existing Maxwell equations solvers.
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Improvement of Cache Utilization and Parallel Efficiency of a
Time-Dependent Maxwell Equation Solver

Yi Pan

1 Introduction

A lot of efforts are directed towards the development of high performance portable electromagnetics codes
for scalable architectures as part of the Department of Defense High Performance Computing Modern-
ization Program’s (DoD HPCMP) Common High Performance Software Support Initiative (CHSSI). The
effort is part of the Computational Electromagnetics and Acoustics (CEA) Computational Technology
Area (CTA) lead by Dr Joseph J.S. Shang at Wright Laboratory at the Wright-Patterson Air Force Base.

At present, high numerical efficiency of CEM simulation procedures can be attained either by algo-
rithmic improvements to solve the Maxwell equations or by using scalable parallel distributed memory
computer systems. Since the massive volume of data processing involved in solving the Maxwell equa-
tions, distributed memory computer systems are viable means to solve the memory shortage problem on
workstations or vector computer systems. The other advantage is reduced time when parallel processing
is employed to solve the Maxwell equations. Hence, parallelization of existing sequential Fortran code for
solving Maxwell equations is an important effort towards developing efficient and accurate CEM code in
analyzing refraction and diffraction phenomena for aircraft signature technology.

Currently, two versions of of the solver are available. One is the sequential Fortran version developed
by Dr Joseph J.S. Shang for vector machine such as the CRAY C90. The other is the MPI (Message
Passing Interface) implemented by Dr. Marcus Wagner of IBM. Our main objective of this research is
to investigate the possibility of improving the sequential code and parallelize it efficiently. The other
objective is to seek possible improvement space for the MPI code.

In this research, we partially accomplish the objectives stated above. We improve the cache utilization
of the sequential code and use the Power Fortran compiler directives to parallelize the sequential Fortran
code. The optimization steps adopted in this research are:

1. Locate the “hot spot” of the sequential code via profiling tools;
2. Study these subroutines identified in step 1 carefully for performance improvement;

3. Improve the cache locality behavior of these subroutines through a series of systematic loop trans-
formations;

4. Study the listing file produced by the PFA compiler and locate the overhead caused by inefficient
parallel loops;

5. Insert Power Fortran compiler directives to direct the compiler to parallelize the parallel code so

that most overhead is eliminated.
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Notice that some of the goals may conflict each other. Hence, the above steps may be repeated several
times to achieve an overall good performance. Although our effort is mainly to improve the sequential
code, the lesson learned can also be applied to improve the MPI code.

This report is organized as follows. Methodologies used in this research is discussed in Section 2.
Section 3 presents in details the loop transformations used to improve cache utilization and to reduce
cache misses. Hand parallelization for the code is treated in section 4. We conclude with some suggested
next steps to be taken toward achieving a more efficient and general parallel Maxwell equation solver.

2 Methodologies

When optimizing the performance of programs, the most gains will come from optimizing the regions of
the program that require the most time - the repetitive regions of the program. These correspond either
to iterative loops or recursive procedures. In the MAX3D program, the most time consuming regions
are the loop which calls subroutines FXI, GETA, HZETA, and SUM. We used profiling tools on the SGI
Origin 2000 and got it confirmed. Hence, we focused our efforts on those procedures which do the bulk
of computation load.

A parallel program can not achieve high performance without making efficient use of each individual
processor. To do so, the program must be able to efficiently access program data (i.e. make efficient use
of cache memory). In fact, cache behavior continues to be the largest single factor affecting performance
in both sequential and parallel computations. Origin 2000 provides cache-coherent, shared memory in
the hardware. As shown in Table 1, Origin 2000 has two levels of cache memory. The difference between
the speeds of cache memory and local memory is larger than 5 times. Hence, programs with good
locality behavior will be executed much faster than programs without good locality behavior, even though
they perform the same amount of computations. Memory is physically distributed across processors.
Consequently, references to locations in the remote memory of another processor take substantially longer
(by a factor of two or more) to complete than references to locations in local memory. In fact, the latency
is even getting larger when more processors are used as seen from Table 1, because Origin 2000 adopts the
Non-Uniform Memory Access (NUMA) model [12]. This can severely affect the performance of programs
that suffer from a large number of cache misses. Therefore, reducing cache misses is crucial in improving a
program’s performance. On Origin 2000, the first level data cache contains only 32 kbytes. The secondary
level cache size is 4 mbytes. Our focus is on the secondary cache in the hope that most data will be
repeatedly used in the secondary cache before they are forced out of it.

Power Fortran Accelerator (PFA) is available on the SGI Origin 2000 and is a source-to-source op-
timizing Fortran preprocessor that discovers parallelism in Fortran code and converts those programs
to parallel code. PFA is normally invoked as an option to f77, although it can be run separately. The
PFA preprocessor allows you to apply the capabilities of a Silicon Graphics multiprocessor system to
the execution of a single job. It splits the job into concurrently executing pieces, thereby decreasing the
wall-clock run time of the job. Although the PFA preprocessor uses a lot of complicated analysis tools
to analyze the user program and can produce a corresponding parallel version without user intervention,
the quality of the parallel code produced in such a way is usually very poor. The compiler is simply not
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Memory Level Latency (ns)
L1 cache 5.1
L2 cache 56.4
Local Memory 310
4P Remote Memory 540
8P Avg Remote Memory 707
16P Avg. Remote Memory 726
32P Avg. Remote Memory 773

Table 1: Cache Latencies on Origin 2000

intelligent enough to make a smart decision. Hence, automatical parallelization has to be combined with
hand tuning to produce more efficient code.

The best way to use the PFA preprocessor is to inform the compiler about the sequential program,
such as data dependence, which loop to parallelize, which variables are local, which variables are shared
by all processors, etc. By coding a few simple directives, the compiler uses the information provided by
the user and makes smart decisions. Directives allow you to enable, disable, or modify a feature of the
compiler in addition to, or instead of, command line options. In the following section, we describe in
details what we have done to improve the performance of the Maxwell equations solver MAX3D through a
series of loop transformations to improve cache utilization and several PFA directives to improve parallel
efficiency.

3 Cache Utilization Improvement

If a data item is in cache or a register and it is reused later in the application, it is desirable for the
reuse to occur while the value is still in a register or in the cache. If we reference a data item which has
remained in a register or cache the reference is said to exhibit locality. There are many techniques which
have been developed to transform loops to help increase locality. A thorough discussion on optimizing for
uniprocessor caches in given by Wolf [11]. The first step in this research is to investigate the possibility
of improving the cache utilization of the subroutines used in MAX3D. The purpose is to enhance the
program locality via a series of loop transformations. After carefully examining the loops in subroutine
HZETA, we made the following changes:

3.1 Loop Index Shift

In order to fuse the loops in subroutine HZETA, we have to remove data dependence between consecutive
iterations. In loop 7 of HZETA, we have the following statement:
H(1,J,K,1)=SSZT*(HP(J,K,1)+HM(J,KP,1))
Clearly, this requires the availability of HM(J,KP,1) before calculating H(I,J,K,1) . In the original
code, all HM values are computed first in loop 5. Then loop 7 computes the H values. Hence, this
presents no problem. But this makes loop fusion impossible since in the same iteration when calculating
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H(I,J,K,1), we do not have the HM(J,KP,1) value yet. To solve the problem, we use loop index shift
in loop 7 to avoid the problem. In other words, when we finish the computation of HM(J,K,1) in an
iteration, we calculate the H(I,J,K-1,1) value instead of the H(I,J,K,1) value. Thus, we eliminate
the data dependence problem.

3.2 Loop Fusion

Loop fusion is an important loop restructuring method. When two adjacent countable loops have the
same loop limits, they can sometimes be fused into a single loop. Originally, loop fusion was developed
as a way of reducing the cost of the test and branch code for the loop itself. The recent development of
deep memory hierarchies has made it more important to take advantage of memory locality. Fusing loops
that refer to the same memory locations enhances temporal locality, and can have a significant impact
on cache memory and virtual memory performance.

Another benefit of loop fusion is that the larger loop body may allow the compiler to do more effective
scalar optimization, such as common subexpression elimination and instruction scheduling. We used the
highest optimization level -O3, and the results are significant.

Note that loop fusion increases the size of a loop, which can potentially reduce instruction locality.
In our case, we fuse 5 loops into one loop. Since the new loop does not contain a very large number of
instructions, it will fit into the instruction cache in a reasonable cache memory. The experimental runs

confirm our conjecture.

3.3 Loop Interchange

It is always a good policy to write loops that take the effect of the cache into account, with or without
parallelism. The technique for the best cache performance is also quite simple: make the loop step
through the array in the same way that the array is laid out in memory. For Fortran program, this
means stepping through the array without any gaps and with the leftmost subscript varying the fastest.
Note that this does not depend on multiprocessing, nor is it required in order for multiprocessing to work
correctly. However, multiprocessing can affect how the cache is used. Hence, small stride cache access is
important for both sequential and parallel codes.

Perhaps the single most important loop structuring transformation is loop interchanging. Interchang-
ing two tightly nested loops switches the inner and outer loops; Interchanging can change the spatial and
sequential cache locality characteristics of the program. In particular, interchanging can affect spatial
locality by changing the stride of array accesses in the inner loop. In the original code, Loop I is the
outermost loop, and loop J is the innermost loop. When accessing array element U2(I,J,K,L) between
consecutive iterations, the stride is not 1. In fact, when we access the element U2(I+1,J,K,L), all the
array elements brought in by U2(I,J,K,L) have been flushed out of cache long time ago because between
iteration I and I + 1, almost JL x KL iterations have been executed. The result is that each element
along with its cache line is brought the cache and only used once and kicked out of cache. This makes
the cache utilization low and increases cache misses tremendously.

After careful examination of the loops in HZETA, we found only one data dependence relation existing
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among the loops. Once the data dependence relation is eliminated through index shift as described above,
we are free to interchange the three loops. Certainly, the best way to restructuring the loops is to make
loop I the innermost loop, and loop K the outermost loop. After this change, we have stride 1 access of
the arrays, and reduce the cache misses in the subroutine.

3.4 Loop Fission

A single loop can be broken into two or more loops; this is the inverse of loop fusion, and is called loop
fission. In the HZETA subroutine, loop 8 uses loop indices I, K, and L, and hence cannot be fused with
loops 2, 3, 5, and 7. A solution is found to split loop 8 into independent segment outside of loop 2.

3.5 Cache Blocking

Cache blocking is a technique to reduce cache or TLB (Table Lookahead Buffer) misses in nested array-
processing loops, by processing data in blocks or strips small enough to fit in the cache or TLB. Blocking
is also refereed to as strip mining. The principal behind blocking is that every array element brought into
the cache is processed as fully as possible before it is forced out of the cache by computations requiring
other data to be read in.

The technique could be applied to MAX3D to reduce cache misses. For example, in the subroutine
HZETA, we need to access U1(I,J,K,L),U1(I,J,K+1,L), and U1(I,J,K-1,L) in an iteration. Without
cache blocking, these array values are used only once before they are forced out of the cache. Through
cache blocking, we can access these elements several times in the cache and hence reduce the cache misses.
This technique is tested for the HZETA subroutine and have not been incorporated into the final version
of the PFA code.

After all these transformation steps, subroutine HZETA runs much faster than the original version
due to reduced cache misses on a single processor. Similar transformations are carried out in subroutines
GETA. Figure 1 shows the original loops and the transformed loops within HZETA.

4 Parallelization

The model of parallelism used focuses on the Fortran DO loop. The compiler executes different iterations
of the DO loop in parallel on multiple processors. The processes that participate in the parallel execution
of a task are arranged in a master/slave organization. The original process is the master. It creates zero
or more slaves to assist. When a parallel DO loop is encountered, the master asks the slaves for help.
When the loop is complete, the slaves wait on the master, and the master resumes normal execution.
The master process and each of the slave processes are called a thread of execution or simply a thread.
By default, the number of threads is set to the number of processors on the machine.

For multiprocessing to work correctly, the iterations of the loop must not depend on each other; each
iteration must stand alone and produce the same answer regardless of when any other iteration of the
loop is executed. Not all DO loops have this property, and loops without it cannot be correctly executed
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Original! Loops

DO 1 I=1,JLM
DO 2 K=1,KLM
DO 2 J=1,JLM

SSZT=SQRT(SZT(I,J,K,1)*#+24S2T(I,J,K,2) *#2+SZT(1,J,K,3) ##2)
SSZT=AMAX1(SSZT,SS)

RSSZT=1,0/SSZT

UK1(J,K)=SZT(I,J,K,1)*RSS2T

DO 3 K=2,KLM

KM=K-1
KP=K+1

DO 3 J=1,JLM
UP1(J,K)=U1(I,J,K,1)+0.26%RP*((1.0-RK)*
1 (U1(1,J,K,1)-U1(1,J,KM,1))

1 +(1.0+RK)*(U1(T,J,KP,1)-U1(I,J,K,1)))

3 CONTINUE

DO 6 K=2,KLM

KM=K-1

KP=K+1

DO & J=1,JLM
UP1(J,K)=U1(X,J,K,1)-0.26%RP+* ( (1.0+RK) +
1 (U1(I,J,K,1)-U1(1,J,KM,1))

1 +(1.0-RK)*(U1(I,J,KP,1)-U1(I,J,K,1)))
1 +(1.0-RK)*(U1(I,J,KP,2)-U1(1,J,K,2)))

:
=

DO 7 K=2,KLM

KP=K+1

DO 7 J=1,JLM

SSZT=SQRT(SZT(I,J,K,1) *#2+SZT(1,J,K,2) #»245ZT(I,J,K,3)+42)
H(I,J,K,1)=SSZT+(HP(J,K,1)+BM(J,KP,1))

1
:

DO 8 L=1,6
DO 8 J=1,JLM
H(1,J,1,L)=H(I,J,KL-3,L)
H(I,J,KL,L)=H(I,J,4,L)

8 CONTINUE

1 CONTINUE

Optimized Loop

DO 2 J=1,JLM
D0 2 K=1,KLM

KM=K~-1
KP=K+1

DO 2 I=1,ILM

SSZT=SQRT(SZT(I,J,K,1)#*2+SZT(I,J,K,2) #s2+SZT(I,J,K,3) *#2)
SSZT=AMAX1(SSZT,SS)

RSSZT=1.0/SSZT

UK1(I,K)=S2T(I,J,K,1)*RSSZT

UP1(I,K)=Ui(I,J,K,1)+0.26*RP*((1.0-RK)
1 «(UA(I,J,K,1)-U1(I,J,KM,1))
1 +(1.0+RK)*(U1(1,J,KP,1)-U1(I,],K,1)))

UP1(I,K)=U1(I,J,K,1)~0.26*RP#* ((1.0+RK)*
1 (U1(1,3,K,1)-Ui(1,J,KNM,1))
1 +(1.0-RK)*(U1(I,J,KP,1)-U1(1,J,K,1)))

Loop index shift to eliminate data dependence

anoon

SSZT=SQRT(SZT(I,J,K-1,1)##2+SZT(I,J,K-1,2)#2+45ZT(I,J,K-1,3)##2)
H(I,J,K-1,1)=SSZT#+ (HP (I,K-1,1)+EX(1,K,1))

[4
[ Peeling off loop 8 from loop 1
c

DO 8 I=1,ILM

DO 8 K=1,KLM

KRF=K+KN

IF(K.GT.KH) KRF=K-KN

DO 8 L=1,6

G(I,1,K,L)=G(I,4,KRF,L)

G(I,JL,K,L)=G(I,JL-5,KRF,L)
8 CONTINUE

Figure 1: Cache locality enhancing transformation of HZETA loops.
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in parallel. However, many of the loops encountered in practice fit this model. Further, many loops that
cannot be run in parallel in their original form can be rewritten to run wholly or partially.

The essential compiler directive for multiprocessing is CSDOACROSS. This directive directs the com-
piler to generate special code to run iterations of a DO loop in parallel. The C$DOACROSS directive
applies only to the next statement (which must be a DO loop) in parallel.

The LOCAL, SHARE, and LASTLOCAL clauses specify lists of variables used within parallel loops.
A variable can appear in only one of these lists. To make the task of writing these lists easier, there are
several defaults. The loop-iteration variable is LASTLOCAL by default. All other variables are SHARE
by default.

Many loops that have data dependencies can be rewritten so that some or all of the loop can be run
in parallel. The essential idea is to locate the statement(s) in the loop that cannot be made parallel and
try to find another way to express it that does not depend on any other iteration of the loop.

A certain amount of overhead is associated with multiprocessing a loop. If the work occurring in the
loop is small, the loop can actually run slower by multiprocessing than by single processing. Roughly
speaking, the amount of overhead is about 500 arithmetic operations. After examining the listing file of
the program with improved cache utilization, We found that the compiler always parallelize the innermost
loops within subroutines FXI, GETA, and HZETA. Because the two outermost loops in each subroutine
is very large (for example 60 and 96 in HZETA), the program will incur this overhead 5760 times. Hence,
the overhead alone will be 5760 x 500 operations in HZETA. This will certainly cause the program slow
down. This problem is associated with the modified code with cache improvement due to the loop fusion.
This problem in the original code is not so severe since the middle loops are parallelized in HZETA.
Hence, the overhead is about 72 x 500 operations since the outermost loop executes 72 times.

To avoid this, we have to make the amount of work inside the multiprocessed region as large as
possible. After carefully examining the code, we find that we have two choices: parallelize the J loop or
the I loop in HZETA. We cannot parallelize the K loop because different iterations of the K loop have
data dependence for the HP, HM and H arrays. In other words, the results produced in the current
iteration K are used in the next iteration K + 1. Here we try to parallelize the outermost DO loop
possible, because it encloses the most work. In this example, that is the J loop. After inserting the
PFA directives, the parallelized loop encloses more work and shows better performance than the original
version, as discussed in the next section.

5 Experimental Results

Based on the above analysis, several experiments are carried out. Most of the results are obtained via
hardware counters ssrun and profiling tool prof available on the SGI Origin 2000.

Table 2 lists the secondary data cache misses, the secondary instruction cache misses, and the table
lookahead buffer (TLB) misses in the HZETA subroutine with NEND=10. The test is run for three
different cases: the original code, the code with fused loops, and the code with all loop transformations
done. As seen from the table, the secondary data cache misses is reduced by more than 95% after loop
optimization. The secondary instruction cache misses is also reduced drastically. We are not sure about
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Performance Measures Original Code | Fused Loop | Final Version
Data Cache Misses 1644954 1293716 62962
Instruction Cache Misses 6339 4726 284
TLB Misses 82444 120986 171188
Execution Time (seconds) 87 68 21

Table 2: Performance Comparisons of Before and After Loop Transformations

Original Code | Fused Loop | Cache Blocking 8 x 10 x 8 Cache Blocking 18 x 10 x 16
1644954 1293716 173514 107848

Table 3: Effect of Cache Blocking on Cache Misses

the reason why the TLB misses are increased about twice after the loop transformation. It deserves
further investigation. However, compared with the number of the secondary data cache misses, the
number of TLB misses is relatively small, and hence it will not affect the overall performance too much.
This is confirmed by execution times shown in the table. The execution time in HZETA is reduced from
87 seconds to 68 seconds after loop fusion and is further reduced to 21 seconds after loop interchange
and other loop optimization.

We also performed some experiments to measure the effect of cache blocking strategy on the cache
misses. Table 3 shows the effect of cache blocking in the HZETA subroutine with NEND=10. Here, two
blocking sizes are tested: 8 x 10 x 8 and 18 x 10 x 16. The conclusions are that cache blocking is effective
in reducing the cache misses by at least 10 times and bigger blocking sizes are more effective than smaller
sizes.

Table 4 shows the execution times of the original sequential code with automatic parallelization, the
code after loop transformations with automatic parallelization, and the code after loop transformations
and hand parallelization. The timings are also shown in Figure 2. From Figure 2, we see that the
execution time of the original code reaches its mininum when 8 processors are used on the Origin 2000.
On the contrast, the execution time reaches its minimum when 20 processors are used. Clearly, the new
code not only reduces the total execution time, but also is more scalable than the original code.

Because of the loop fusion, the PFA preprocessor always parallelize the innermost loops within sub-
routines FXI, GETA, and HZETA in the code with loop optimization. As described before, the overhead
alone will be 5760 x 500 operations in HZETA. Therefore, parallelization of the code only hurts its per-
formance, as seen from the table. In the original code, the middle loops are parallelized in HZETA
and GETA. Hence, the overhead is about 72 x 500 operations and hence is not so severe. However, the
scalability is still poor because of the large overhead involved in the parallelization process. In the final
version of our code, we insert several PFA directives to force the compiler to parallelize the outermost
loops in HZETA and GETA. Therefore, the overhead incurs only once for each calling of FXI, HZETA
and GETA, and hence the execution time is much smaller than the counterparts of the other two versions.
This also explains the fact that the final version is more scalable than the original version.
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Figure 2: Execution Times of Three Different Versions of MAX3D
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Execution Time (seconds)
No. of Processors | Original | Optimized Loop Only | Final Version

1 102,974 10,191 10,191
2 55,003 21,567 6,222
4 30,739 75,052 3,063
8 29,399 > 126,000 1,667
16 36,686 0o 1,060
20 35,060 o0 993

24 101,433 00 1,061

Table 4: Execution Times of Three Different Versions of MAX3D

No. of Processors | Speedup

1 1

2 1.638

4 3.327

8 6.113
16 9.614
20 10.263
24 9.605

Table 5: Speedups of the Final Version of MAX3D

Table 5 shows the speedups of the final code after loop transformations and hand parallelization. The
speedups are also shown in Figure 3. It is clear that the code is still quite scalable when the number of
processors used is 16.

Finally, we want to compare the performance of the MPI code and the PFA code. Table 6 lists the
execution times for the three programs: the original sequential Fortran code implemented by Dr. Joseph
Shang, the MPI code implemented by Dr. Marcus Wagner and the final optimized PFA code. The times
are obtained on the Origin 2000 using 6 processors for the MIP code and the PFA code and 8 processors
for the sequential code.

6 Conclusions and Future Work

In this report we have demonstrated that the sequential MAX3D code can improved drastically via
loop transformations to reduce cache misses and can be parallelized efficiently using high level parallel

Original Code | MPI code | PFA code
29,399 (sec) 2421 (sec) 2180 (sec)

Table 6: Execution Times for Three Different Implementation
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Figure 3: Speedup of the Final Version of MAX3D
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languages such as the PFA preprocessor with hand tuning and intervention. Many sequential CEM codes
are written for vector machines. When runing them on parallel computer systems, their cache locality
behavior is not always good, and there is a lot of space to make improvement in this respect. Hence,
enhancing program reference locality is the first step to parallelize a CEM code.

The popular model used in today’s massively parallel computer systems is the data-parallel Single-
Program-Multiple-Data (SPMD) programming model, in which data are distributed across the pro-
cessors of the machine, and each processor essentially executes the same code, on different portions of
the data domain. The current programming paradigm associated with this model is the message passing
approach, in which existing high-level sequential languages such as Fortran and C are combined with a
standard interface to a message passing subsystem such as PVM or MPL

Using the message passing paradigm has several disadvantages: the cost of producing a message
passing code may be between 5 and 10 times that of its serial counterpart, the length of the code grows
significantly, and it is much less readable and less maintainable than the sequential version. For these
reasons, it is widely agreed that a higher level programming paradigm is essential if parallel systems are
to be widely adopted. The results obtained in this research show that the performance of the parallel
code is even better than the MPI counterpart besides the advantages stated above. This suggests that a
higher level programming paradigm is a viable and alternative way to parallelize CEM codes.

The results achieved in this research is only a preliminary step in achieving a scalable version of
the MAX3D code. Due to the time limit, we did not investigate all the subroutines in the code and
other possibilities of improving the code performance. We believe that more performance improvement
is possible. For example, currently, data allocation is done by compiler. If we manually allocate the data
arrays, maybe we can get a further reduction in execution time. Another example is that the minimum
computation used in the code is not parallelized. We need to insert some PFA directives to parallelize
the loop. Several nested loops are not parallelized efficiently.

The experiments conducted in this research are limited to a fixed problem size (73 x 61 x 97). When
the problem size changes, the scalability and efficiency may also change. Theoretically, when the problem
size is bigger, the ratio of computation over communication is also getting bigger. This implies that the
communication overhead becomes relatively smaller. It is our conjecture that the parallel code will be
more scalable and efficient when computing larger problems. However, more experiments are needed to
confirm our conjecture.

The current version is implemented in Power Fortran and is only available on certain parallel computer
systems such as Origin 2000. On the other hand, High Performance Fortran (HPF) is becoming a widely
accepted stardard for high level parallel language and many systems such as CRAY T3E, SGI Origin
2000, and IBM SP2 run HPF. Many other systems are also moving in this direction. The next step is
to investigate the possibility of implementing the Maxwell equation solvers efficiently in HPF. In this
way, the parallel code produced will be portable on many popular parallel computer systems. All these
deserve further investigation.
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AB INITIO QUANTUM CHEMICAL STUDIES OF
NICKEL DITHIOLENE

Rolfe G. Petschek
Case Western Reserve University
Cleveland Oh. 44106-7079

Abstract

Nickel dithiolene Ni(S2C2H2)2, was studied theoretically using ab initio quantum chemis-

try through the GAMESS quantum chemistry package. Only the neutral oxidation state
was studied. It was found that the bonding pattern in this dye is complex and that an accu-
rate description of the electronic state requires a multi-configurational-self-consistent-field
(MCSCF) description. The electronic configuration of the nickel was found to be 8d in
every important configuration. The electronic configurations, degree of approximation re-
quired, geometry, bonding structure and electronically excited states were studied, primarily
using effective-core-potential basis sets in which the core electrons are not considered. The
possibility of a distortion from the assumed D,;, geometry associated with these low-lying
states was examined. These results will make possible further studies of similar molecules,
different oxidation states and other molecules with partially filed d orbitals.
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I) Introduction:

Nickel dithiolene complexes are of great interest for a variety of reasons[1-3]. They are
important commercial dyes. They have strong absorption bands in the near infrared that
makes them useful for laser hardening, Q-switching near infrared lasers, and a variety of
other applications. They are also easily oxidized and reduced and, with appropriate
substituents, have stable anions and/or cations. However in these initial studies only neutral
molecules were examined. The objective of this study was to calculate the electronic
structure and properties of these dyes. It was found that the electronic structure is quite
complex. Considerable progress was made in elucidating this structure. Unfortunately there
was inadequate time to complete the calculations which were more complex than expected.
Thus the results reported below are preliminary and somewhat incomplete.

Nickel dithiolene consists of a Nickel atom with approximately square-planar bonds to two
thiolenes. The nature of this bonding to the ligands is not immediate. One possibility is co-
ordinate covalent bonds in which the lone pair electrons on the sulfurs that are in pi orbitals
approximately perpendicular to the plane of the molecule are donated to form bonds with
neutral nickel. Another possibility is four sigma bonds between the ligands and a nickel with
formal charge +2. There are a variety of possible intermediate forms. It is also possible for
a pi bond to form involving the Nickel d-orbitals, two of which have pi-like symmetry. In
this work we found that none of these points of view is correct rather the electronic structure
is viewed correctly (even quite approximately) only as an amalgamation of these views.
This, particularly the participation of Nickel d orbitals in the pi bonding, has important con-
sequences for the optical properties of these complexes. This understanding may assist in the
design of dyes that are superior for various purposes.

Another interesting aspect of these molecules that they have very low-lying electronic ex-
cited states which have large extinction coefficients and, in consequence, must be electric
dipole transition matrix element allowed. If the molecule has (as usually hypothesized) D,
symmetry this implies that there must be two different, relatively closely spaced states of this
molecule which transform like different irreducible representations of the symmetry group of
the molecule. This would be unusual as if (as in this case) there is a molecular displacement
which transforms like a representation contained in the symmetric product of these two rep-
resentations then such a displacement will cause these two states to mix with each other.
This mixing will lower the energy of the lower lying state, by an amount proportional to the
square of a coupling between the displacements and the electronic states and inversely pro-
portional to the energy difference between the two states. Thus, if the energy difference
between two electronic states is small, it is reasonable to suppose that this energy lowering
will be large; larger than the energy increase in the state generally associated with the a mo-
lecular displacement. This would imply that at least one displacement transforming like a
non-trivial representation of the group decreases the energy so that the actual symmetry of
the system should be lower. It is, of course, possible that either the coupling between all
such electronic states and all possible displacements is small or the energy change associated
with a displacement in the absence of such coupling is large. However calculations in Dy,
geometry suggested that there was a low-lying electronic excited state for all irreducible rep-
resentations of D,y, . Thus we explored the possibility that the actual ground state has a
lower symmetry. This work is still in progress. Only preliminary resuits can be presented.
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This report is organized as follows. The next section introduces our findings for D, mole-
cules through a simple molecular orbital discussion of the bonding structures and electronic
states. A detailed discussion of the quantum chemical calculations in D,, symmetry that
support this discussion is deferred until the third section. Preliminary results in lower sym-
metries are presented in the fourth section. A brief review and discussion is given in the last
section. All quantum chemical calculations were done using the GAMESS[4] quantum
chemistry package.

IT) Bonding, Symmetry, and Orbital considerations

The central nickel atom in a nickel dithiolene is in an approximately D,;, environment con-
sisting of the ligand sulfurs which are arranged approximately in a square and, prior to
bonding to the nickel, have sp bonds to the carbons. The largest overlaps between the nickel
and sulfur atomic orbitals are between the sulfur p orbitals perpendicular to the plane of the
molecule and s, p and d orbitals of the nickel. There are four such sulfur orbitals with es-
sentially identical energies. These orbitals transform like the A, E, and By, representations
of Dy The nickel d orbitals transform like the A, E,, B, and B, representations, the
nickel p orbitals transform like the E, and A,, representations of D, and the nickel s orbitals
like the A;. It is naively expected that bonding between the sulfur and the nickel should
involve mixing of nickel and sulfur orbitals with the same symmetry. As the nickel d
orbitals initially have the same energy this the resultant splittings should determine which
nickel d orbitals are occupied, bearing in mind that the nickel s orbital does not directly
couple to (any) nickel d orbital.

The nickel 3p orbitals are significantly lower in energy and the nickel 4p orbitals signifi-
cantly higher in energy than the sulfur p (or other) orbitals and in consequence there is rela-
tively little relevant mixing involving these orbitals. The energies of the sulfur E, orbitals
are appreciably decreased by the nickel. This results in coordinate covalent bonds between
the sulfur and the nickel consisting of two electrons in each of the E, states. The nickel B,, d
orbital (which has A; symmetry in the actual D,;, symmetry group) does not mix appreciably
with other orbitals or participate in the bonding and is expected to be filled. The nickel E,
orbitals couple relatively weakly to the ligand pi orbitals and are also expected to be filled.
The A, and B, sulfur orbitals are expected to mix with the nickel orbitals of the same sym-
metry, lowering the energy of one of each pair of orbitals and raising the energy of the other.
There are two By orbitals (ligand, nickel d) and three A, orbitals (ligand, nickel s, nickel d).
The largest mixing is expected between the By, orbitals because this nickel d orbital has a
larger amplitude in the plane of the molecule and the nickel s orbital has a rather higher en-
ergy. Thus the ordering of these states (lowest to highest energy) is expected to be B, A,,
Ay, By, and A, Ifthe highest lying A, and B, states are above the ligand pi states then it
follows that two A, and one B, states should be filled. If the empty B, is approximated by
the nickel d orbital the nickel state is 8d Ni™*. Givena Ni' the ligands must each be radical
anions (or together they must be a dianion). More precisely this must be the pi configuration
of the ligands, independent of the charge on the nickel and character of the filled sigma or-
bitals discussed above.

If all orbitals are doubly occupied or unoccupied then the highest occupied pi orbital (in Dy,

symmetry) is a By, orbital (we will take the z-axis normal to the molecular plane and the y-
axis along the long axis of the molecule e.g. from one ligand to the other). If all the orbitals
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are doubly occupied or unoccupied — that is in a restricted (close shell) Hartree-Foux calcu-
lation - the above is a reasonable description of our results for the electronic structure of the
A, electronic state. However this filled By, orbital is even under all symmetry operations
which leave the plane of the molecule fixed and is expected to be essentially degenerate with
the next pi orbital, a B,,. This is because the ligand pi electrons are expected to couple only
weakly to the sulfur d B,, and Bs; and the sulfur p orbitals have quite different energies.
Thus pi orbitals which are even under exchange of the ligands are expected to be close in
energy to those which are odd under exchange of the ligands. Thus it is reasonable to sup-
pose that it is more correct to view this state as a singlet biradical in which each ligand is es-
sentially a biradical. This was confirmed by a two component self consistent field calcula-
tion (TCSCF) in which allows either this B,, or this B, orbital to be doubly occupied when
the other is unoccupied. -

The above discussion omits the rather large coupling between the nickel d orbitals. Here and
below the term “nickel d orbitals” is to be construed “molecular orbitals having appreciable
nickel d character”. The nickel d orbitals were found to be largely localized on the nickel,
although there is appreciable mixing of the A orbitals. Hund’s rule informs us that the in-
teractions between electrons in these orbitals will tend to result in high angular momentum,
high spin configurations. The 8d configuration with two empty By, orbitals has zero spin
and large fractions of low angular momentum components. In fact there is at least one re-
stricted open shell Hartree-Fock calculation which results in a lower energy than this one —
the quintet B, in which an A; and the B, nickel d orbitals and these B, and B;, pi orbitals
are all singly occupied. This is unsurprising on the basis of the above discussion: these d
orbitals should be essentially degenerate, as are these pi orbitals. This configuration has
higher spin on the d orbitals and has a large fraction of high angular momentum components
therein. Thus rather little mixing energy is sacrificed for a relatively large decrease in the
interaction energy between the nickel d electrons. This was a puzzle as the molecule is
known to be a singlet and, while the singlet B,, (with the same configuration) has a lower
energy than the RHF or TCSCF A, described above, it has a higher energy than the corre-
sponding quintet. This in tumn suggests that more complicated orbital configurations in
which the number of electrons in several of the nickel d orbitals is allowed to vary should be
considered as these will also allow for a larger fraction of high angular momentum contribu-
tions to the d configuration around the nickel. A larger fraction of high angular moment
contributions is more important in lowering the energy than higher spin so that this program
was expected to be consistent with the lowest energy state being a singlet. This also changes
the energies of various states, particularly the configurations in which one of the d electrons
has B, symmetry result in significantly lower energies for (and large occupations for) the pi
state with this symmetry.

It is important to remark that this intuitive discussion (which we believe is correct) is only
poorly reflected in the RHF or TCSCF calculations of the A, state. It is, of course, the case
that doubly occupied orbitals have (Koopman’s Theorem) energies appreciably below those
of unoccupied orbitals. This is particularly true of the Nickel d orbitals, presumably because
of the relatively large interactions between them, so that the filled nickel d orbitals are of or-
der the 15" highest occupied orbitals. Thus one standard method of checking for the impor-
tance of non-RHF configurations — including a number of frontier orbitals in a Configura-
tion-Interaction (CI) calculation — fails in this case. The strong interactions that result in the
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importance of other configurations also result in these orbitals do not seeming to be
“frontier” orbitals.

On the basis of the above discussion and calculations a number of CI and (primarily)
MCSCF calculations with active spaces including various nickel d orbitals were pursued.
These calculations largely confirm the (partly a posteriori) discussion above. Detailed re-
sults are given in the next section.

IIT) Detailed description of the calculations in D,;,

In this section we will give a detailed description of the calculations performed in D, sym-
metry, including the basis sets used, the orbitals which were filled and partially filled in the
MCSCEF calculations. We will also describe briefly the orbitals and nature of the states that
result in these energies, the importance of various levels of calculation to both the nature of
the states, energies and energy differences.

Three basis sets were used for the final calculations. The first used the SBK effective core
potentials and the corresponding 31* basis functions including polarization functions. Some
exploratory work (which will not be reported) was performed using this basis excluding the
diffuse functions discussed next. A diffuse (6 component) d basis function with the exponent
0.04 was added to the Nickel and diffuse s and p functions with the exponent 0.0564 were
added to the sulfur. These exponents are given in atomic units. The sulfur basis had been
optimized for the Dunning-Hays basis set except that we discarded the corresponding d
functions and used the s exponent for both of the (very similar) s and p functions. The
diffuse nickel d function was not optimized in any sense but was included when it became
evident that relatively subtle effects of the environment might be crucial to the behavior.

This basis wnll be symbolized SBK™. Another basis set was the all electron tnple zeta
valence (‘TZV ) basis set with p and d polarization functions. The final TZV"" basis set was
the TZV' basis set augmented by a (10 component) polarization f function with the exponent
0.8 and a (15 component) g function with exponent 1.0. Again these exponents were not in
any sense optimized — they were used only to explore the importance of polarization func-
tions on the nickel.

Several calculational methods were used and will symbolized as follows. ROHF5 symbol-
izes a calculation in which the electronic state had multiplicity 5. The converged wavefunc-
tion had B;, symmetry. However, in initial phases of these calculations it was necessary to
restrict changes in the symmetry of the wavefunction. Later (MCSCF) results suggest that
similar wavefunctions with different symmetries (different nickel d orbitals are involved)
have similar energies. However they have rather different orbitals and might not have been
obtained when the restriction on symmetry change was removed. TCSCF symbolizes a two-
component-self-consistent field calculation for an A, state in which either the RHF B,
HOMO or the B;; LUMO can be doubly occupied. Mnxm+qA symbolizes an MCSCF cal-
culation with n, m and ¢ specifying the orbitals in the active space, and A specifies the sym-
metry of the electronic state. Specifically in the reference-state for A, symmetry there are n
doubly occupied orbitals from which electrons can be excited to other orbitals. There are m
orbitals to which any number of electrons can be excited and an additional g orbitals to
which a single electron can be excited. Thus M7x5+0B,, symbolizes a complete active
space / fully optimized reaction space calculation in which fourteen electrons can be distrib-

54-6



uted in any way consistent with B;, symmetry and multiplicity one among twelve orbitals.
Similarly M13x2+7A, symbolizes a calculation in which twenty-six electrons can be
distributed in any way among fifteen orbitals and, additionally, all configurations in which
can be constructed by exciting a single electron from one of these configurations to an
additional 7 orbitals are included consistent with A, symmetry and multiplicity one. An
additional class of MCSCF calculations is symbolized by Mnxm/q. These were done only
for A, symmetry. Here n and m have the same meaning as above but ¢ specifies the number

of electrons that can be excited from the doubly occupied orbitals to the singly occupied
ones.

A few exploratory MCSCF calculations were done on electronic states with spin multiplici-
ties different from one, exclusively for the B, state. The singlet state with this symmetry, at
all levels of calculation we have performed, consists largely of a configuration with four sin-
gly occupied orbitals and the remaining orbitals either doubly occupied or unoccupied. In
all such calculations we found that the energy of the triplet and quintet were lower than that
of the singlet. The lowest lying singlet states we have found for certain other symmetries are
also dominated by such configurations. We speculate that the quintet is the lowest-energy
state for these symmetries. These calculations will not be reported further. However, the
lowest lying state we have found (at high levels of calculation) is an A, state. Examination
of this state shows that it contains large (indeed the largest) contributions from configura-
tions in which all orbitals are doubly occupied or unoccupied, and thus is unlikely to have
nearby non-singlet states. Thus high levels (and only high levels) of calculation seem to
agree with the experimental prediction that the ground state is a singlet

The symbols given above are inadequate to determine the nature of the wavefunctions as we
did not systematically examine what symmetries the orbitals considered should have for the
best (potentially lowest energy) state. Orbital symmetries were chosen on an ad hoc basis,
partly including CI calculations that will not be reported on. Thus completeness requires
reporting the symmetries of the orbitals involved. While we believe that reporting the sym-
metry of the orbitals involved should be adequate for converged MCSCF calculations initial
orbitals with a large nickel d character potentially result in different states than orbitals
without substantial nickel d character. Thus we give in Table 1 a list of the MCSCF calcu-
lations that will be reported on together with the symmetries of the orbitals. The orbitals
with and without substantial nickel d character are given separately, as are those that are oc-
cupied and empty in the A, reference-state, as are the orbitals which can only be singly oc-
cupied. The orbitals without substantial d character were initially the orbitals of that sym-
metry closest to the frontier orbitals in a lower level (e.g. TCSCF or ROHFS or smaller ac-
tive space MCSCF) calculation. There are initially 6 orbitals with substantial nickel d char-
acter. There are two ambiguities in reporting them as there are three such orbitals with A,
symmetry. Ay is the nickel d orbital, which essentially does not mix with the ligand orbitals,
and A, and Ag; are the two orbitals, which are mixtures of nickel d and ligand. Examina-
tion of the converged A, orbitals with appreciable nickel d character shows very appreciable
change in these orbitals during the MCSCF convergence. Thus we do not believe that the
nature of these initial orbitals is at all important to the results.

It should be remarked that the ad hoc choice of orbital symmetries was guided largely by

calculations on the A, electronic state. This may have introduced a bias to make this the
lowest lying state. Some exploratory calculations were also performed on the B, state.
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However it was not possible to use these as a guide for choosing orbital symmetries as no
orbitals were found which, when added to the active space, resulted in appreciable dynamic
correlation. However, in the largest calculations orbitals of essentially all symmetries were
included in the active space. No calculation resulted in occupation numbers appreciably dif-
ferent from an integer for any orbital of a symmetry not included in the completely active
space of all each of the MCSCF calculations.

The geometry of this molecule, if it has D,;, symmetry, can be specified by placing the nickel
nucleus at the origin and giving the coordinates of one sulfur, carbon and hydrogen. Each
optimized geometry is given in Table 2. The final converged energies of various MCSCF
calculations that we performed in the SBK™ basis are reported in Table 3. We also report
the occupation numbers for natural orbitals for four orbitals (B,,, Ay, B, and B,,) which are
largely nicke! d-like, two pi orbitals (B,, and B;,) and a sigma orbital (B,,). These always
include those orbitals with occupation numbers substantially different from integers. We
calculated the optimum geometries only for a small number of states. Thus we also report in
table 3 the calculation which was used to optimize the geometry. Some MCSCF calcula-
tions we have performed using the TZV bases are reported in Table 4.

Examination of these tables strongly suggests that simple RHF calculations are inadequate to
describe this molecule. In particular at the single-configuration or even two-configuration
level the lowest-lying energy state is a quintet. Moreover the degree of dynamic correlation
in calculations with different symmetries is substantial different. Thus multi-configurational
calculations are particularly important for calculating energy differences. Therefore it is im-
portant to ask how much correlation is required. It seems clear that for accurate calculation
of the wavefunctions and energies of this molecule it is necessary to use an MCSCF that al-
lows more than two electrons to be excited from the A, reference configuration. It seems
likely that exciting four electrons is adequate. Unfortunately such calculations converge
only rather slowly compared to CAS/FORS type calculations. We have not performed the
calculations that would tell us if exciting three electrons is adequate. We believe that such
calculations would also converge slowly. It also seems clear that those approximate natural
orbitals, which have occupation numbers significantly different from the appropriate inte-
gers, must be included. The most important of these would seem to be the nickel d B, and
B, and the ligand B, and B;; orbitals. This suggests that the ligand-nickel bond has partial
sigma and partial pi character, with this character changing with changing symmetry of the
state. These calculations also suggest that the most important remaining orbitals are the
other orbitals with substantial nickel d character. However, it may be that these are suffi-
ciently uncorrelated that they can be treated within perturbation theory. Calculations that
would confirm or deny this possibility have not been performed.

Possibly the most interesting thing to predict from these calculations would be the absorption
spectrum, which is the quantity of most interest for applications. We believe that this can be
done even qualitatively correctly only using a high level MCSCF calculation with many or-
bitals in the active space and the possibility of exciting a large number of electrons. In the
process of doing the MCSCF calculations reported above it was routinely necessary to take
orbitals from calculations that had converged with different geometries and calculate new
orbitals germane to other symmetries. A typical energy change during the orbital optimiza-
tion process was 0.05 H or 100% of the energy difference between the lowest lying state and
the first excited state. While we will not document this in detail it implies that it is at least
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necessary to do a separate MCSCF calculation for each symmetry (or to use a yet larger ac-
tive space.) Additionally, given the plethora of low lying excited states it seems important
to examine the possibility that coupling between these states and nuclear coordinates results
in distortions from D2h symmetry. This would be expected to radically change the energy
differences between excited states. This is discussed in the next section.

IV Preliminary calculations with lower symmetry

As we argued in the introduction the presence of a number of low-lying excited states with
differing symmetries suggests that there may be distortions from the D,;, geometry. However
it is known that this molecule has low-lying states. There are also exceptions to this argu-
ment. One exception to the argument that might be important in this molecule is the singlet
biradical. Consider a molecule that has two identical molecular orbitals localized to differ-
ent parts of the molecule and which are not conjugated terribly well to each other. Suppose
electron-electron repulsion results in one electron in each of these orbitals - at least in many
configurations — so that each part of the molecule can be considered a radical. Then there
are two nearly degenerate singlet states of this molecule, one that is even under interchange
of the electrons in these orbitals, another that is odd under this interchange. However it is
also clear that these states will not mix appreciably when the symmetry is changed so these
orbitals are not identical — the electron-electron repulsion and weak conjugation result in
little mixing. Some of the states discussed above have considerable biradical character. On
the other hand this simple argument works only for one pair of states and we found relatively
low lying states of all symmetries. However such pairs of states are also (for identical
reasons) not expected to have large transition dipole matrix elements. The molecule is

known experimentally to have a strong optical absorption band so this is inconsistent with
this biradical mechanism.

We have done two calculations to test the hypothesis that this molecule has a lower symme-
try than Dy, Both have used the SBK™ basis. First we took the optimized coordinates and
orbitals from the A, state of the Dy, M13x2+7 calculation. We changed the molecular sym-
metry to C,, with the mirror plane chosen to be the plane of the molecule. This choice
seemed consistent with preliminary calculations and the nature of the lowest lying excited
states, which are multiplied by unity by the action of this mirror reflection. Some of the
orbitals were then modified to distort them from representations of Dy, to representations of
C.. An M13x2+7 MCSCF calculation was then run starting from these orbitals. It was
observed that the energy decreased by 0.03 H and that there was a dipole of 1.24 D. This
dipole moment was primarily along the long axis of the molecule. This state was then
optimized in C,, resulting in a final energy of ~232.68686 H and a dipole of 1.29D. The
dipole moments and other molecular asymmetries of this state — e.g. the optimized atomic
separations — are consistent with numerical and optimization error and C,, symmetry with
the rotation axis along the long axis of the molecule. It seems reasonable to conclude that
the symmetry of this molecule is less than Dy, However when excited states of this
molecule were calculated it was observed that the lowest lying excited state transformed like
a non-trivial representation of C,,. The first excited state changes sign under the action of
the mirror plane that was preserved in the calculation. This suggested to us that the actual
molecule might have still lower symmetry. Therefore we decided to distort the molecule to
C, symmetry by moving the nickel and sulfur nuclei by about .01 angstroms in various
directions to decrease the apparent C,, symmetry to C, and perform another M13x2+7
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calculation to find if this lowered the energy. This did, in fact, lower the energy by about .01
H. The subsequent geometry calculation has not yet converged — in fact only two geometry
steps (using rather good initial positions and the Hessian available from the Dy, MCSCF
geometry optimization) have been taken. All the properties that we have examined for this
incomplete run are consistent with a final symmetry of C, with the mirror plane passing
through the nickel and the midpoints between identical particles (e.g. the two sulfurs) in each
ligand. These properties include the gradients, predicted positions of the particles, the
electric dipole moments of the state and some components of the wave function and some of
the larger Cl coefficients. These properties may also be consistent with C,, with the rotation
axis perpendicular to the plane of the molecule, or with yet another symmetry. The present
lowest energy we have achieved with this basis for this molecule this symmetry-less
calculation, with the energy —232.69721 H. The CI energy for the lowest lying excited state
using the same active space and MCSCF orbitals optimized for the ground state is
—232.64424 H. The energy difference between these states is roughly consistent with
experimental results. Essentially no orbital configurations that contribute to the ground state
also contribute to this excited state.

We believe that we have convincing evidence that at this (relatively high) level of theory this
molecule does not have D, symmetry. However we do not at this time believe that we have
convincing evidence for the actual symmetry. We note that the symmetry of the molecule in
the crystal structure from which experimental (D) coordinates have been derived is actually
C,. This is inconsistent with either of our current predictions of C, or C,,.

V) Discussion

We have done several calculations on nickel dithiolene. We found that if the system is con-
strained to have D,;, geometry then the state with the lowest calculated energy is a singlet A,
state. However this energy state is very complicated in the sense that it can not be described
in terms of a small number of configurations / Slater determinants. In striking contrast when
identical configurations are allowed states with certain other symmetries have higher ener-
gies but are well approximated by a single configuration. Thus (the relatively easy) calcula-
tions which include no dynamic correlation or only a small number of conformations give
result in these states with other symmetries having higher apparent energies than the A, state.
It is also the case that the excitation energies and particularly the near infrared absorption
band which is of great practical interest require a good evaluation of the ground state energy
and, particularly, of the energy differences between the ground and excited state energies.
Unfortunately we have found that these energy differences depend strongly on the degree of
dynamic correlation considered in the system. Increasing the dynamic correlation to verify
that the calculation has converged is a relatively difficult task, particularly given the rather
small energy differences that are considered. However it seems likely that the degree of cor-
relation considered in this work is adequate to give reasonable results for energy differences
as these seem not to be terribly different for various high levels of correlation we have con-
sidered.

We believe that we have correctly identified the states that need to be included in a MCSCF
calculation with D,, symmetry. Most importantly these include molecular orbitals which
have a strong nickel d contribution and the frontier pi orbitals. It seems plausible that these
orbitals are also important in other situations in which a transition metal has a partially filled
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d or fband. It may be that the results we have found for this compound are unusually com-
plicated because there are two nearly degenerate configurations of the ligand pi orbitals that
have rather different conjugation to the d orbitals — specifically to the B,, d orbital. How-
ever there are also significant contributions (CI coefficients close to .05) from configurations
involving other d orbitals. Thus we hypothesize that even molecules that do not have pi
system degeneracies but have partially filled d or f orbitals, the energies of which are not too
strongly modified by mixing with other molecular orbitals may require (and should at least
be examined for) considerable dynamic electron correlation involving these partially filled
orbitals.
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Table 1

Name Occupied non-d | Unoccupied D Singly occupied
non-d

M10x8+0 Au BlzBSU Blu B3z Bzz Af( Au Aﬂ Blz BJR B3x None

M13x2+7 Ag Au 2Blu BZu BSg Agz Agl Blg B2g Ag Au Blu B2u
BSu le le B3R B3z B3u lez BZR

M14x2+6 AgA 2By, By, | By, Ap A Big By | AgA, B By,
B3u ZBlz BZR B3R BSR le B2sz

M7x2+0 B;, A, By, By By, | None

This table defines the calculational schemes discussed in the text and other tables. Listed are
the name and the symmetries of various orbitals in the active space. The second column are
those orbitals not having significant Nickel d character which are doubly occupied in the A,
reference state, the third symmetries and sequence numbers of those orbitals having
substantial nickel d character. The B, orbital is always empty in the A, reference state, the
others are invariably filled. The final column is the symmetries of the orbitals that can be
singly occupied.

Table 2

Name Sx Sy Cx Cy Hx Hy
ROHF5 1.6954 1.7903 0.7092 3.1540 1.1990 4.1302
TCSCF 1.6502 1.6663 0.7069 3.0581 1.2162 4.0240
M14x2+6 | 1.5664 1.5319 0.6894 2.9907 1.2516 3.9258
Ag

MI10x8+0 | 1.5724 1.5484 0.6893 3.0042 1.2505 3.9400
Ag

This table gives the equilibrium coordinates calculated with various calculational techniques
in D,y As the nickel is at the origin and the molecule is in the xy-plane only six coordinates
need to be specified. The x coordinate is given first, then the y. The sulfur, carbon and hy-
drogen coordinates are given in that order. All distances are given in Angstroms.
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Table 3

Name | Geometry | Energy | CSF-S | B,, B,, B, A, By, B, Bs
ROHF | ROHF 55029 | 1 2 2 2 1 1 1 1
TCSCF | TCSCF | .47664 | 2 2 2 2 2 2 1.309 | 0.6904
M14x2 | M14x2+6 | .65304 | 29192 | 1.9047 | 1.9811 | 1.8638 | 1.9792 | 0.1176 | 1.9708 10.1768
+M611?1:;r:2 &10x8+0 65281 | 29192 | 1.9007 | 1.9807 | 1.8583 | 1.9786 | 0.1230 | 1.9669 | 0.1864
“1:46111\:){2 %1 0x8+0 | .60899 | 29192 | 1.9935 | 1.9703 | 1.4416 | 1.9710 | 1.0267 | 1.0034 | 0.5863
3&){2 ﬁ'flOXS*‘O 59504 | 29272 | 1.8784 | 1.0498 | 1.9686 | 1.9867 | 0.1571 | 1.9851 | 1.0240
41\-/161B41;2 l?dgle8+O 3738729192 | 1.8836 | 1.9763 | 1.0308 | 1.9783 | 0.1366 | 1.0070 | 1.9851
+M61]?42)UQ ﬁle8+O 58384 | 29248 | 1.9962 | 1.9910 | 1.9971 | 0.9981 | 1.0046 | 1.0021 | 1.0046
+M61}?33;2 ﬁ10x8+0 63706 | 24444 | 1.8777 | 1.9779 | 1.8192 | 1.9806 | 0.1464 | 1.9621 | 0.2335
;463870 ?/IRle8+O 60641 | 24416 | 1.9930 | 1.9696 | 1.4371 { 1.9703 | 1.0259 | 1.0038 | 0.5921
lJ\rZ{?)UXS l?dile8+O 59437 | 21578 | 1.8806 | 1.9687 | 1.8191 | 1.9670 | 0.1623 | 1.9345 | 0.2518
+M()ll?)ﬂXS/ ?/IxIOx8+O 36137 | 101 | 1.9477 | 1.9792 | 1.9463 | 1.9744 | 0.0703 | 1.9897 | 0.0559
12\/IAlng8/ ‘1?41le8+0 59234 | 3221 | 1.8827 | 1.9698 | 1.8281 | 1.9698 | 0.1552 | 1.9405 | 0.2367
1‘14A110x8 ?/IEIOx8+O 55034 | 21168 | 1.9905 | 1.9644 | 1.4321 | 1.9627 | 1.0293 | 1.0004 | 0.5899
LOII?)UXS ?/Iile8+0 53194 | 21228 | 1.8527 | 1.0260 | 1.9702 | 1.9525 { 0.2278 | 1.9492 | 1.0451
+M01]?)l;8 ﬁ10x8+0 48116 | 21278 | 1.9824 | 1.9753 | 1.0531 | 1.9708 | 1.0264 | 1.4650 | 0.5018
;4011?)2;8 Il\x/lxle8+O 53783 | 21228 | 1.8457 | 1.9845 | 1.9941 | 0.9954 | 0.2057 | 1.9506 | 1.0489
~|I\-/IOII?;;;S ?/IgIOx8+O 51637 | 21168 | 1.9929 | 1.0474 | 1.9507 | 1.9362 | 1.0555 | 1.0008 | 1.0001
+M01P(’)l;8 lf\x/Igle8+O 52636 | 21168 | 1.8495 | 1.9685 | 1.0025 | 1.9671 | 0.2908 | 1.1211 | 1.8851
;1512;;8 QI:I 0x8+0 | .51984 | 21168 | 1.9943 | 1.9884 | 1.9974 | 0.9967 | 1.0050 | 1.0002 | 1.0030
105,

This table gives the energies and parameters related to the wave function of various calcula-
tions that have been performed. These calculations all used the SBK™* basis as described in
the text. The names given in the first two columns are as described in the text. The energies
have been truncated. The actual energy involved is —232.x Hartrees where x is the given
energy. The numbers given in subsequent columns are the occupation numbers of approxi-
mate natural orbitals of various symmetries.
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Table 4

Name | Geometry | Energy | CSF- | By, B, B;, A, Bj, B B;,
M10x8/ | M10x8+0 | .59234 §221 1.8827 | 1.9698 | 1.8281 | 1.9698 | 0.1552 | 1.9405 | 0.2367
:4‘/?72x2+ ?/Igle8+0 .82992 | 91 1.8374 { 1.9770 | 1.7702 | 1.9733 | 0.2091 | 1.9186 | 0.3260
(Iz?;x2+ ﬁgle8+O .84848 | 91 1.8300 | 1.9768 | 1.7240 | 1.9973 | 0.2511 | 1.9224 | 0.3837
0A/fg | A

This table gives results for two calculations done in different electron basis sets and the same
geometry for the (highly correlated) A, state. The energy in the SBK"™ basis is -232.59234

H, those in the TZV and TZV"" bases described in the text are ~3250.82992 H and
-3250.84848 H. Note that the occupation numbers are similar and that the dynamic

correlation seems to increase with increasing quality of the basis set.

54.14




REFINED REISSNER’S VARIATIONAL SOLUTION IN THE VICINITY
OF STRESS SINGULARITIES

Kishore V. Pochiraju
Assistant Professor
Department of Mechanical Engineering

Stevens Institute of Technology
Castle Point on Hudson
Hoboken, NJ 07030

Final Report for:
Summer Faculty Research Program
Wright Laboratory

Sponsored by:
Air Force Office of Scientific Research
Bolling Air Force Base, DC

And

Wright Laboratory

September, 1997

55-1
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Abstract

The prediction of micro-mechanical damage initiation and growth in composite materials
requires accurate stress and deformation analyses. Prior research at Wright Laboratories
established the effectiveness of Reissner's variational method in determining the detailed stress
fields in composite structures and for studying the micro-mechanical damage mechanisms. The
present effort investigates the ability of this variational method to capture the details of the stress
fields in the vicinity of bi-material cracks and corners in a single-fiber axisymmetric (concentric
cylinder) model. The singular stress fields in these local regions drive the initiation and/or
propagation of damage in the composite.

The results of this project are two-fold. First, several example problems varying the local
geometry and boundary conditions are studied and the stress distributions obtained from
asymptotic analyses are compared with the variational solutions. The variational solution is
shown to accurately capture two of the three stress components within the meridian plane,
namely the opening stress component and the shear stress component. The axial stress
component, however, was significantly different from the asymptotic variation, possibly due to
the influence of the boundary condition coincident with the singular point. This prompted
modifications of the variational solution procedure to accommodate the exact singular behavior.
Modifications without a fundamental changes (stress function assumptions) to the variational
formulation are investigated. A method, named the Interior Point Matching (IPM),  which
replaces a selected area around the singular point with asymptotic stress fields, ensures the
continuity of the stress fields at an interior point, and satisfies the global equilibrium and
boundary conditions with the embedded singular fields is developed. The Axisymmetric
Damage Model (ADM) implementation of Wright Laboratories is enhanced to include local
asymptotic solutions (the power of singularity and the angular variations), the software
implementation of Interior Point Matching Method is completed and tested, and the example
problems are solved to determine the extent of refinement and limitations of the modified
solution. This report summarizes the results of the initial comparison and IPM development.
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Refined Reissner's Variational Solution in the Vicinity of Stress Singularities

Kishore V. Pochiraju

1 Introduction

The ability to predict damage initiation and growth in composite structures relies on accurate
stress solutions and simulation of micro-mechanical damage processes. Pagano [1] applied the
approximate elasticity model based on Reissner's variational formulation [2] for the prediction of micro-
mechanical failure modes in brittle matrix composites. Tandon and Pagano [3] recently investigated the
failure modes and stress states of a single fiber pullout model. The solution technique, based on
Reissner's variational formulation, entails dividing the structure into regions, assuming the distribution of
some components of a stress field within a region, determining the spatial structure of the other
components that satisfy the equilibrium and boundary conditions, and inter-region continuity conditions.
Pagano [4], Kurtz and Pagano [5], and Brown [6] describe the extension of this technique to
axisymmetric concentric cylinder model .

The single fiber axisymmetric model was also investigated earlier by Pochiraju [7] using a local
asymptotic and a global finite element analysis. This effort employs a local-global matching method to
effectively determine the detail spatial structure and magnitude of the locally singular stress ficld as well
as the complete global stress distribution in the single fiber concentric cylinder model. The local-global
matching method consists of three components: a local analysis, a global analysis, and proper matching of
the local asymptotic field to the global complete stress field. (Pochiraju, Lau, Wang [8]). The local
regions are identified as the areas where the geometry and the presence of interface leads to stress
accentuation and possibly a singularity. In such local regions, asymptotic solutions are obtained for
several fiber-matrix interface conditions. In order to determine the effects of applied thermal residual
loading, mechanical pulling and boundary conditions on the local fields, a global finite element analysis is
performed with mesh refinement in the local regions. No singularity information is embedded into the
finite element analysis. Matching the angular variation and radial variation of stress fields obtained from
the finite element analysis and with those obtained from asymptotic analysis determines the nature of the
local stress fields in the local regions. The method as developed is applicable for various fiber-matrix
interface conditions: namely perfectly bonded interface, partially debonded interface with interfacial
crack, or debonded interface with frictional interface sliding [9].

The motivation to solve for the local stress field is that these accentuated stresses, strains and
energies are likely to induce damage. The research presented in this report is motivated to include the
characteristics of asymptotically singular stress fields within the Reissner's variational solution. There are
several significant differences in the nature of the variational and asymptotic solutions and are listed
below:

e The variational solution solves the axisymmetric equilibrium, boundary conditions and the
constitutive relationships. Separable solutions with power type of radial singularities exist for
plane strain problems. However, Zak [10] showed, that through the transformation of
coordinates from global to local systems, that the axisymmetric solution degenerates (curvature
terms become insignificant) to the plane strain solutions in small local regions around a point.

e The variational solution for axisymmetric problems is separable in the axial ( Z ) and
radial ( R ) directions. The asymptotic stress fields are the solutions separable in the
polar coordinate system (p, 8) with the origin at the point of singularity.

e The variational solution is determined by assuming the radial ( R ) distribution of two
of the four stress components and determining the functional form of the other
components by the minimization of the potential energy. This is a complete solution
and satisfies the equilibrium and boundary conditions. The asymptotic solution is a
partial solution and consists of undetermined coefficients. These coefficients may be
obtained from loading and boundary conditions or by comparison with a global
complete solution.
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The variational formulation, as implemented in the Axisymmetric Damage Model, assumes a
linear radial variation of the axial and hoop stresses within any solution element (Layer) and the
axial variation is determined as a solution to a first order differential equation. It may be
conceptualized that an assumption of stress fields of the type given in Eq. (1) for M singular
fields and with N terms/field expansion of asymptotic solution for two stress components and
deriving the nature of the other components using the variational technique, but such an effort
would be algebraically tedious, requiring lengthy development for concept validation.

Tgs Z(ZKP, (Gl ))J 0y = Z(ZKP,< 5.6 ,-))J W

J=1

Methods for enhancing the solutions near bi-material cracks and corners by selectively using the
asymptotic solution are investigated.

2 Comparison of Asymptotic and Variational Solutions

In this section, the asymptotic and axisymmetric variational solutions are compared for
several crack and corner problems. Figure 1 shows schematics of the concentric cylinder model
along with the R-Z meridian plane for the axisymmetric problem, and the local solution for a
typical fiber pullout problem. A local region is shown in the detail-A which surrounds the point
of singularity, O. First a short description of the asymptotic solutions in the local region along
with a method of matching the local solution with a global numerical solution is presented. The
variational solution is summarized in the second sub-section. An algorithm for determining the
angular variation of stresses around the singular point from the variational solution is presented.
A series of problems involving cracks and corner singularities are investigated. A comparison
angular variation of the stress distributions obtained from the variational solution and asymptotic
analyses is presented. This comparison is conducted at a selected radius where the leading
singular term in the asymptotic analysis is believed to be dominant. A second global solution
from Finite Element Method (FEM) is also presented for reference.

2.1 Local Asymptotic Solution

The point, O, is the location of material and geometric discontinuity. The local stresses at
O may be singular in nature depending upon the fiber and matrix properties and the fiber-matrix
interface conditions. In order to determine the spatial distributions of the stress fields in the
local region, the governing equations are formulated for axisymmetric stresses in {R, Z, ®}
coordinates and then transformed to the local {p, 0} coordinates, retaining only terms valid as p
— 0. Stress fields separable in the p & 6 coordinates and with radial power-type of singularities
are considered. Eq. (2) shows the function form of stress components near the point of
singularity as determined from the asymptotic analysis.

0,(p.0)= kp*5,(6) (A<0;p—>0) @
The angular distribution functions, &;(6),for the matrix-domain and fiber-domain are

determined from the Williams[11] type of stress functions. Eq. (3) shows the typical stress
function required to derive the stress components for axisymmetric problem.
@(8) = Acos(A +3)6 + Bsin(A +3)8 + C cos(1)8 + Dsin(1)8 3)
The traction free boundary conditions at 6=0 and 6=37/2, and the perfectly-bonded fiber-
matrix interface conditions at 6=n/2, form a system of eight homogeneous equations ([7]):

[CiA]A=0 )
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where A is the eigenvalue, and A =[AM, BM, CM, DM, Af, Bf, Cf, Df]T is its associated
eigenvector. For nontrivial solution, the determinant of [Cryp(A)] must vanish. The eigenpair {A,

A} determined from Eq. (4) provides the p- and 6-dependent structure, p* and g;i(6) , of the

singular field. A determinant search algorithm was used to find the eigenvalue A within the
admissible range of 0 > A > —1. For some fiber-matrix combinations, there can be more than one
solution for A in the admissible range. We are concerned with the smallest admissible A, which

gives rise to the most dominant singular stresses. The 8-dependence of the singular field, Eij(G) ,
is determinable from solution of the eigenvector A to within an arbitrary constant. We

normalized G;(0) by choosing the arbitrary constant so that &, (6") =1, where 6* is the angular

position of points on the interface.

The amplitude factor k of Eq. (2) is to be determined from the full-field solution. This is
accomplished by appropriately matching the singular field with the full-field stress distribution
provided by an analyses methods such as FEM or other variational methods. This matching was
carried out earlier [8,9] using the FEM. A displacement-based axisymmetric finite element
model, as shown in Figure 2, with quadratic Lagrange elements was used to compute the global
full-field solution. Near the fiber-protrusion point O, elements were arranged in concentric rings

with boundaries given by: (p/Rg)p = 108 {1+ (100-2)n'1} where n denotes the n-th ring. The

first ring encircling the fiber-protrusion point consisted of quadratic triangular elements
degenerated from Lagrange quadrilateral elements which formed the rest of the mesh. No special
implementation for singularity was imposed on these elements. Within the finite element spatial

domain, we searched for a sub-region where the full-field stresses, o;;(r,0) FEM  have the
identical 6—dependence as that of the singular solution, G;;(6) . If the finite element stresses

match '&ij(e) , then they also match the eigenvector A and its associated eigenvalue A. One may
choose any stress component, say Ggg , at any angle, say 6%, to determine k:

p=oalo ’Q‘XW 5)

ptG,,\0

However, starting from the second ring of elements, results show good matching characteristics typical
of Figure 2. It is expected that as p/R,, increases, the one-term singular solution will deviate from the

full-field solution, resulting in less spectacular angular matching at sampling points with large p/Ry. A

root-mean-square error parameter, E, was developed to quantify mismatching along any arc of constant
radius p. Finite element results were sampled at N points of varying 6-value along the arc. At each
sampling point p (at Op), the average of the squares of the mismatch for three stress components. The
expression for the error measure is shown in Eq.(6). E is zero when there is a perfect match. K is
determined from the regions where E is minimum.

i Average fﬁ—()olézflw— -G, (9},)‘“""” J

p=l
E= : 6
N (6)

2
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2.2 Variational Solution

The axisymmetric damage model was developed in order to approximate the elastic stress
field and energy release rates of bodies in the form of concentric cylinders and contains damaged
regions in the form of annular or penny-shaped cracks in the constituents and/or debonds
between them. The model is generated by subdividing the body into regions consisting of a core
and a number of shells of constant length and satisfying the Reissner variational equation with an
assumed stress field in each region. That is, we set

&=0 (7
J = [Fav - [TU,ds (8)
|4 S’
F= %ij (Ui.j +U,, )_ W(Tij ) eij) ©)

In these equations, W is the complementary energy, tjj and Uj are the stress and
displacement components, respectively, in Cartesian coordinates, ejj are the mathematical free
expansional or non-mechanical strains, V is the volume enclosed by S, S is the part of S on
which one or more traction components are prescribed and Ti are the Cartesian components of the
prescribed tractions. Further, a comma followed by a subscript(s) implies differentiation with
respect to the appropriate coordinate(s) and the summation convention is understood.

Reissner (1950) has shown that the governing equations of elasticity can be obtained as a
consequence of the variational equation provided both stresses and displacements are subject to
variation in the application of (7). The stress field is assumed such that 62z and cgg are linear in
R within each region, while the forms of oy, and oy, are chosen to satisfy the axisymmetric
equilibrium equations of linear elasticity. Letting,

o, =0

2101 T 04,0, =0pp, 0, =0p, (10)
(and the analogous relation for the engineering strain components g (i=1, 2, 3, 5) and
hygrothermal free expansional strain components ej (i = 1, 2 3)), we arrive at the relations in the
region R < R<R,:
o, =p, fP (i=1.235;1=12,..5) an
where £ are known shape functions of R defined such that:
P =0,(R,,Z)(i=1235;]=12,.5) (12)

In order to maintain consistency with our postulated stress field, we further assume that
egs. (11) hold on the boundaries, as well as within the medium itself. The remaining dependent
variables follow directly from the mathematics without further assumptions. They are the
weighted displacements:

(ﬁ,u*,ﬁ,f):Irzu(l,r,rz,r3)dr (13)

(w*, W) = _rz w(r,r*)dr (14)

The interfacial displacements ug, wg, (o0 = 1, 2), or displacements on the radial boundaries
R = r1, r2, only enter the formulation if they are prescribed or if we have relative slip with

friction at the interface. For a body composed of a core region plus N shells, the formulation
leads to the solution of 18 N + 16 algebraic and ordinary differential equations in Z. On planes,
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Z=constant, the weighted displacement or traction quantities are specified in certain pairs.
Furthermore, continuity conditions can be written for the surfaces R = constant which are
internal to the medium. Finally, the boundary conditions on z = z1, z2, or end conditions, can be

expressed by prescribing one term from each of the following products The regions are selected
such that the thermoelastic properties are constant and the boundary conditions do not change
character on any of the bounding surfaces (i.e., traction and/or displacement components
prescribed or continuity prescribed) within each region. The number of regions, in particular in
the r direction, can be increased in order to improve the solution accuracy.

Since the field equations within each material are linear differential equations with constant
coefficients, the general form of the solution for any of the dependent variables P(z) is expressed
by:

P(Z)= Ph(Z)+ZAe“Z +P(2) (15)

within each layer where Aj are constants, A, are eigenvalues of a determinant, Py(z) is the
polynomial type of homogenous solution (repeated roots), and Pp(2) is a particular solution,

which in the present case is a simple polynomial. This completes the boundary value problem
formulation with the variational model.

2.3 Angular variation determination from variational solution

To tabulate the stress fields in the ADM solution in a region, following algorithm is used.
1. Given the point of singularity, Ro and Z,
2. Given p, generate a series of 6 values from 6, startto 8, at A6 increment
3. Forevery p and 6:
4. Determine the global coordinate R and Z
R = Rg + p cos(0)
Z2=2Zy - psin(6)
Determine the section number, isec, based on the Z value
Determine the section properties for isec
Determine the layer number, ilayer, based on the R value
Do a transformation of Z to local coordinate, Zj.a Of the section and layer.

© N o W

. Construct the solution for the unknown quantities [4] for that layer at Z = Zjocal
10. Store the solution quantities and their derivatives

11. Do radial interpolation using the appropriate equations for core and coating:

For core:

0 o) P o )
Ol (1) E +0(r)
(r"rl)
(rl "rz)
(rz—rl)+o. (r ) (r—rl)
(rn—n) e (rn-n)

(r-n)
(r1-r,)

+0'iz(r -r)r

Oy (1) =0p (1)
Opr(r) =0gp(r)) +Gik(r2—r22)r+afk(r2—r2)r

For Coating:
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(r, - 1) (r-n)

Uzz(r):o'zz(rl)(l 2) (2)(r1_r2)
(2 (r"rl)
o a0 G O
O (P) =am(r,)§2_ At ST G GRS AR
A (4 +r)r+rr)+a’”—————————(r (i +7))
nr,r
aRz(r) O'Rz(") + 0,y ( ) o’ {(’] +r2)r _(r) +nhr, +r2 )r }
h r, (1 2) e r1 +r2 r

where o', 6", and 6™ correspond to the solution quantities as given in Eq. (11) [4].

12. Increment 6 by A6
13. Check if 6 = 6,, YES: Stop, NO: goto 3

Table 1: Material properties and power of singularity for configuration in Problem-A

Material E¢ \Z3 Emn Vi A
Polyester/Epoxy 3.25GPa | 0.35 4.0 GPa 0.35 —0.00463
Silicon Carbide/ 410 GPa 0.2 63 GPa 0.2 -0.11206

Borosilicate

2.4 Comparison of ADM and Asymptotic Solutions

The algorithm presented in the previous section was implemented into the current
axisymetric damage model. The results presented in this section are for unmodified variational
solution. Several problem involving crack and corner geometry were then investigated to
determine the radial and angular distribution of the stresses predicted by the variational model. In
this report, the following four case studies are presented.

Problem A: Corner singularity in the single fiber push-out model: Figure 3 shows the
geometry of the axisymmetric concentric cylinder model typically employed to simulate
fiber push-in experiments. The singularity at the ends of the model is material dependent is
given for two material combinations in Table 1.

Problem B: The problem of an interface crack with the debonded faces sliding with friction
is considered. The local coordinate system at the crack tip and the geometry of the model is
shown in Figure 4. The fiber and matrix materials are taken to be Polyester and Epoxy,
respectively. The coefTicient of friction is assumed to be 0.52. These values correspond to
recent push-in tests conducted by Bechel [12]. The power of the stress singularity for this
case is —0.49605.

Problem C: The penny shaped crack in a fiber is considered as the third example. For this
case the stress singularity is —0.5 and is material independent. The mode-1 loading case is
considered and for this case the exact stress intensity factor for the infinite body is also
known. Figure 5 shows the local coordinate system.
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Problem D: The problem of a bi-material crack with open, traction-free, crack faces is
considered. This is the case where the stress singularity is complex-valued.
(A=—0.5+0.0076i ) Again polyester-epoxy system is considered. The local coordinate
system is shown in Figure 6.

The comparison of angular variation for problem A reveals the nature of the variational
solution around the corner singularities. The asympotic behavior of the opening stress (cee) and
the shear stress () are captured by the variational solution. Figure 7 and Figure 8 show the
comparison of the variational and asympotic solution for problem A. The comparison is
conducted at a distance of 1 pm from the singular point and the variational solution shows a
good correlation with the field obtained from asymptotic analysis. Figure 9 shows the angular
distribution of the radial stress (corresponds to the axial stress ©zz in the axisymmetric
coordinate system) for asymptotic and variational solutions. The variation of the radial stress (o)
significantly differs from the asymptotic behavior. The variational solution tends to a zero value
at the interface consistent with the boundary condition imposed at that point in the solution.
Figure 10 shows the radial variation of the axial stress component (czz) in the fiber and matrix.
This plot compares the stress distributions obtained from the FEM and variational solutions.
There is a good correlation of the stress distributions between the two solutions in regions away
from the singular point (at z = 0). This behavior is due to the boundary conditions imposed in
the variational solution which require that the axial stress component (6zz) should vanish in both
fiber and matrix at z=0.

Problem-B is the frictional crack problem. The angular variation matching is conducted
comparing asymptotic (Comninou-type of crack [13]), FEM and variational solutions. Again the
opening stress (cpe) and the shear stress (c,0) are compared. The comparison shows additional
characteristics of the variational solution. The opening stress, Figure 11, shows a good match
between all the three cases though the FEM analysis is an incremental analysis and the
variational and asymptotic analyses are independent of the load history. The shear stress, Figure
12, shows that the overall distribution of the stress component in the vicinity of the stress
singularity is comparable, the discontinuities in the shear stress component in the ADM solutions
correspond to the jump between the sections where shear stress continuity is not imposed.

The penny shaped crack in a polyester fiber is considered. The applied loading was pure
mode-I and the exact stress intensity factor is known. Figure 13 shows the comparison of the
opening stresses between asymptotic and ADM solutions. There is a good correlation between
the ADM and asymptotic solutions. The shear stress angular distribution is shown in Figure 14.
Once again the jump across the sections in the variational model causes the discontinuity of the
shear stress. The results of the angular variation comparisons are presented for the bi-material
interface crack problem in Figures Figure 15 and Figure 16. The variational solution captures
the opening and shear stress distributions as predicted by the asymptotic solution for this case
also.

Stress intensity (Scale) factors can be obtained by single point matching method as
described in the previous sub-section. However, since an error basis was not developed for
matching using the variational solution, the radius and the component of matching is arbitrary
and may be subjected to a large error. Therefore, the work on stress intensity factor
determination is not presented here.

3 Refining Variational Solution with Asymptotics

In this section a technique for embedding the asymptotic solutions within selected regions
of the model is described. This technique modifies the variational solution while ensuring that
the global equilibrium, boundary conditions and the constitutive relationships are satisfied and
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maintaining stress continuity between the asymptotic and variational solution at a selected point
inside the domain.

3.1 Modified Variational Solution

Consider the axisymmetric model, corresponding to Problem-A, as shown in Figure 17. In
obtaining the refined solution, a region, of radius p*, is identified around the singular point and
in this region the asymptotic solution determined by solving the local homogenous problem
prevalls and the obtained variational solution is ignored. The local asymptotic solution however
is determined with unknown scale coefﬂcnent(s) which depend upon the global solution. This
scale factor needs to be determined using a global solution.

Since a small region around the singular point is excluded in the variational solution,
several boundary conditions are also excluded in this region. This requires additional equations
so that the undetermined coefficients in the variational formulation can be computed. These
additional equations are obtained by matching the asymptotic and variational solutions at
selected radius

A point on the boundary between the variational and asymptotic solution is identified (p*,
6*). At this point continuity conditions are imposed such that the normal, shear and radial
stresses are continuous between the variational solution and the asymptotic analysis. If there are
'M' boundary conditions associated with the singular point in the variational solution (thus
determining M undetermined constants), and a N' term expansion of the asymptotic solution is
considered, then N+M independent matching conditions are required to determine both the local
and global solutions. For example in Problem-A, there are three boundary conditions assocnated
with the singular point in the variational formulation. They are the axial stress in the fiber (6,
the axial stress in the matrix (0,.™), the shear stress (Gr,, continuous on fiber and matrix side)
vanish. These conditions determine three unknown coefficients in the variational solution. If a
one term asymptotic solution is considered, then one undetermined scale constant needs to be
obtained by matching. Thus there are four unknown coefficients requiring four matching
conditions. Following four conditions can be written at the matching radius, r*. Replace these
conditions at R=Rf, Z= 0 by following conditions at R=Ry, Z=Z*

@R=Rf & Z=Z* (Z* #0)
ozz (ADM) = 62z (ASYMP) in fiber
czz (ADM) = 67z (ASYMP) in matrix
orz (ADM) = orz (ASYMP)

orz (ADM) = ogg (ASYMP) (16)

3.2 Software Implementation

The current ADM  software implementation was modified to include the asymptotic
behavior. Following enhancements were made to the software to include the asymptotic analysis
and the refinement to the solution by embedding the asymptotic solution within the variational
solution.

e A framework for handling several singular points within a model was implemented.
Each of the singular points can have different powers of singularities and angular
variations. This enables the solution modifications described in the previous section to
be applied at several spatial locations simultaneously.

e A local homogenous problem can be described so that power of the stress singularity
and the angular distributions can be computed within the ADM solution. The user
identifies the point of singularity and describes the local homogenous boundary
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conditions. The eigenvalue and eigenvectors for the local problems are computed
from within the software.

e The computation of the unknown coefficients of the solution (Eq. 15) is modified so
that the boundary conditions corresponding to the singular point are removed and the
equations corresponding to the matching conditions shown in Eq. (16 ) are formulated.
The solution of the mew system of the equilibrium equations is carried out
simultaneously determining the unknown coefficients in the variational solution as
well as the scale factors for the asymptotic fields.

e A post-processing enhancements to determine the modified solution by considering
the presence of the asymptotic solution within a small region is also developed.

Table 2 : Asymptotic Solution

POWER OF SINGULARITY: A = -.1121
COEFFICIENTS OF ANGULAR VARIATION
1 1.0000 (Arbitrarily Set)
2 1.8428
3 -1.3832
4 -1.3019
5 4.9462
6 1.0667
7 -6.2097
8 0.2440
Mixity = .1567

Table 3: Original and modified stresses at the matching point

Stress Original (MPa) Modified (MPa)
o, ~0.00002 -0.00835
p 0.01834 0.01345
¢
o 0.03112 0.02339
0.00085 0.00315
ORz

3.3 Characteristics of the refined solution

Using example problem-A, the original and modified solutions are compared. An arbitrary
matching distance of p* = 1E-04 mm is chosen for this example. The results of the local
asymptotic solution is given in Table 2. This problem has a fixed mixity of normal and shear
stresses and hence has one undetermined scaling constant for the local asymptotic solution.

A eleven layer variational model has 86 coefficients determined through the global
equilibrium solution. In this system, three relations corresponding to the boundary conditions at
the point of singularity are identified in the software as equations 18, 20 and 21. Following the
method presented earlier, three equations are replaced with the matching equations given in Eq.
(16). The fourth relation in Eq. (16) is written as an additional equation (87™) into the
equilibrium solution. The variational equilibrium solution is solved along with the additional
equation that determines the scale factor. Table 3 presents the original and modified state of
stress at the matching point (p*,0=90).

Figure 18 shows the axial variation of the original and modified solution plotted along the
fiber-matrix interface. It can be seen that the solution away from the local singular point is
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unaffected and the solution in the singular region corrects towards correct asymptotic behavior.
This plot also shows that the matching distance from the variational solution perspective should
be larger as the influence of the boundary condition (as seen as a local maximum near the
singular point in the axial and shear stresses) seem to be of the order of p = 0.1 mm. The
appropriate distance for the matching is currently being investigated.

4 Summary and suggested future work

In this summer project period, the characteristics of the variational solution in the vicinity
of a stress singularity are investigated. Though the variational formulation does not contain any
features of the asymptotic solution, the solution reflects the asymptotic nature in two of the three
components. Effort was also focused on refining the solution near the stress singularities. This
resulted in a technique that modifies the global equilibrium solution in the variational
formulation such that an exact asymptotic solution is embedded near the point of singularity,
continuity of stresses is maintained between the asymptotic solution and the variational solution.
It is also shown that such modification effects only the local regions of the global solution and
does not influence the solutions in the regions away from the singular points.

The modification to the variational solution presented here requires detailed investigation
of several important issues.

e First is the determination of the radius, p*, where both asymptotic solution and the
ADM solutions are effective. In the proof of concept investigation presented here, this
distance is specified arbitrarily based on the prior experience with the angular variation
matching. Identification and validation of the error measures which can be used to
establish an effective radial matching distance is crucial.

e The second investigation required is to generalize the methodology several types of
singular fields within the ADM model. The boundary conditions corresponding to the
variational solution differs from crack problems to corner problems. Based on the
findings and the development presented in this report, a general procedure of modifying
the global equilibrium system of equations within in the variational formulation can be
established.

e As mentioned in the report, for some problems there are several terms in the
asymptotic expansion which could be singular. Considering the powers of the
asymptotic expansion higher than the most dominant singular term may be required.
Considering the additional terms in the asymptotic solution will increase the domain in
which the solution prevails. This creates additional flexibility in accurately finding a
matching radius.

e The variational solution as implemented in the ADM model considered orthotropic
materials. The asymptotic expansion presented here is valid for isotropic methods. A
preliminary investigation into the nature of stress fields near the interfaces of the
orthotropic materials and its effect on the presented methodology may be addressed.
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Figure 6: Problem-D: Bi-material interface crack. (Complex singularity)
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ABSTRACT

The numerical modeling and computation of free surface flows associated with the development of advanced
thermal control devices for aircraft is the objective of the present investigation. Three important physical problems were
studied. These are: (1) Prediction of free surface dynamics during vibration of a capillary pumped loop, (2) Prediction
of liquid return flow in a helically-grooved heat pipe under high acceleration loading, and (3) Computation of heat
transfer during liquid jet impingement on a horizontal surface. The numerical modeling was done by considering the
governing transport equations and boundary conditions representing each physical problem and the computation was
carried out using the computational fluid dynamics code FIDAP. Several interesting results were obtained. It was found
that an extended meniscus is formed at the liquid-vapor interface when a capillary tube is subjected to vibration in the
transverse direction. The computation of free surface flow in a helically grooved revolving heat pipe showed that a
larger body force in the direction of the flow decreases the film thickness and increases the flow velocity providing the
possibility of larger fluid transport through the groove and higher capillary limit. During jet impingement of a large
Prandtl number fluid, the local heat transfer coefficient is maximum at the center of the disk and decreases gradually with
radius as the flow moves downstream. The average heat transfer coefficient decreases with increase of disk thickness
and increase of thermal conductivity of the disk material. A minimum temperature at the heat source can be realized for
a disk thickness of about I mm. This maximum temperature can be reduced by increasing the thermal conductivity of
the disk material. The temperature variation at the solid-fluid interface becomes larger with decrease of thermal

conductivity of disk material and disk thickness.
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COMPUTATION OF FREE SURFACE FLOWS WITH APPLICATIONS IN CAPILLARY PUMPED LOOPS,
HEAT PIPES, AND JET IMPINGEMENT COOLING OF ELECTRONICS

Muhammad Mustafizur Rahman

INTRODUCTION

Free surface flow occurs in nature and in several technological applications. Many of these applications are
related to the thermal management of high performance ai;craft. In this class of flow, a liquid medium is in direct
contact with a gaseous medium and the interface between the two mediums is free to deform and can assume any shape
to satisfy the equilibrium of all forces acting on the surface. Computations of flow involving a free surface is difficult
because the boundary of the computation domain is not known apriori, and therefore the discretized equations have to
be updated at each computational step to satisfy the new position of the free boundary. In addition, the shape and location
of the free surface have to be determined as a part of the solution scheme. The objective of the present investigation was
to explore the capabilities of the computational fluid dynamics software FIDAP to numerically model and solve free
surface problems. The present work was intended to develop basic numerical models and compare them with available
experimental data and analytical solution for limiting conditions. The complete exploration of the numerical models
to understand the fundamental physics of the transport mechanisms and the prediction of the effects of different
transport parameters will require huge computational efforts and will be carried out as a follow up study of this research

effort. The following three problems were investigated.

1. Free surface dynamics during vibration of a capillary pumped loop.

2. Liquid flow in a helically-grooved heat pipe under high acceleration loading.
3. Liquid jet impingement cooling of electronics.

EREE SURFA MPUTATION USING FIDAP

A free surface boundary occurs when there is an interface between a liquid and a gas, with the gas being treated
as an effective vacuum. The interface is a region of molecular thickness where the intermolecular or van der Walls forces
are significant. In macroscopic sense, the interface has associated with it a surface tension which, in the event that the
interface is curved, accounts for the pressure difference between the liquid and the gas. The interface, represented by
the equation S(x, t) =0, always remains an interface (kinematic condition), and stress on this surface is continuous.

The kinematic condition and the dynamic balance of forces at the interface lead to the following three equations.

oS

5‘- + uJSj =0 QY]
o, = 2yk - p, 2)
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o - 1Y, 3)

In these equations, o, and @, are normal and tangential components of the shear stress, y is the surface tension, « is the
mean Gaussian curvature of the surface, and p, is the ambient pressure.

The approach adopted by FIDAP to simulate free surface problems is to introduce a new degree of freedom
at the nodes on the free surface. This degree of freedom represents the position of the free surface, S. This position
degree of freedom is introduced as a new unknown into .the global system of equations that FIDAP solves. The
discretization of governing transport equations and boundary conditions are carried out using the Galerkin finite-element
method. The solution of the resulting algebraic equations can be carried out using either a coupled (Newton-Raphson
or Quasi-Newton) or uncoupled (segregated) solver. In a coupled solver, all degrees of freedom are solved
simultaneously. It has the advantage of faster convergence and the position of the free surface is determined explicitly
as a part of the solution scheme. A coupled solver, however, requires a good starting guess and it is storage (both memory
and disk) intensive.

In an uncoupled method, each degree of freedom is solved separately. Because of larger radius of convergence
and smaller memory requirements, all three-dimensional problems are limited to this solver. Since the solution of the
momentum equation requires only two out of the three boundary conditions at the free surface, the third condition is used
to upgrade the position of the free surface at the end of each iteration step. When the kinematic condition (Equation.
1) is used to update the free surface location, it is called the Kinematic Update Approach and when the normal stress
condition (Equation, 2) is used to update the free surface location, it is called the Normal Stress Update Approach.

In FIDAP, the coupled or Newton-based solvers utilize spines to track or guide the free surface. Spines are
straight lines passing through the free surface nodes and connecting the nodes underneath the free surface. Only nodes
along a spine are affected by the free surface movement. The segregated solver allows a broader freedom on the
remeshing of nodes to accommodate the movement of the free surface during computation. By choosing a MAPPED
option, all nodes in the region below the free surface can be updated. The direction of movement of the nodes is
specified by choosing STRAIGHT, NORMAL, or PREFERRED keyword. The movement along a spine is denoted by
the STRAIGHT keyword. The NORMAL keyword is used to specify the movement of the free surface along the local
normal on the surface. The movement of nodes in any other direction can be specified by using the PREFERRED
keyword along with a direction vector. To effectively remesh the computation domain below the free surface, a MAPPED
mesh is required at least for that region.

Since the free surface position (S) is treated like any other degree of freedom, an initial condition (initial
displacement) of free surface nodes can be specified. In addition, any free surface node can be constrained to be fixed
or changing position with time via a user specified time function. The contact angle at the solid-liquid-gas interface
needs to be specified for all three dimensional problems and for two dimensional problems with both ends free to move.

The surface tension can be specified as a constant value or as a function of temperature or species concentration.
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FREE SURFACE DYNAMICS DURING VIBRATION QF A CAPILLARY PUMPED LOOP

Capillary pumped loops are used in high heat flux thermal management applications due to benefits of large
rate of heat transfer by phase change without significant variation of temperature for the thermal transport. This passive
heat transfer device has great potential for application in the development of novel thermal management techniques for
more electric aircraft. For more rigorous application of this device for the cooling of electronics onboard an aircraft,
it will be very important to identify the effects of transient acceleration load and vibration on the performance of a
capillary pumped loop.

One of the crucial elements determining the performance of a capillary pumped loop is the evaporating
meniscus in the capillary tube. The wetting behavior of a liquid on a heated surface significantly affects the evaporation
and therefore heat transfer from a meniscus. It has been shown in past studies that the meniscus shape influences
evaporation rates with very high heat transfer rates near a contact line. The evaluation of the dynamic structure of the
free surface in a capillary tube will demonstrate the potential for enhanced heat transfer from the region where there is
an elongated liquid film in contact with the solid wall.

The objective of the present investigation was to model the free surface motion of the evaporating meniscus in
a capiliary tube under transient acceleration loading and compare with the previous experimental observations of Brown
(1995). Of particular interest in these tests, which used water as the working fluid in a 1 mm ID capillary tube, was the
response at the contact line. Video was taken using a high speed camera in conjunction with a long-working distance
microscope, to demonstrate the extension of the contact line region as the tube is vibrated at a frequency of 200 Hz
transverse to its axis. It was seen that the liquid near the contact line is thrown against the walls of the tube as would be
expected in a typical sloshing action. However, at these small dimensions and high peak accelerations, the liquid sticks
to the wall and causes an extension of the contact region. As the vibrations continue, additional fluid is pumped into this
region.

The three dimensional problem of free surface movement under transverse body force was simplified to a two
dimensional problem of a meniscus contained in between two parailel walls. The gap between these walls was assumed
to be 1mm (same as capillary tube diameter) and the height of the fluid column was assumed to be 5 mm. Water was used
as the working fluid. A sinusoidal variation of body force in the direction perpendicular to the walls was imposed. The
amplitude of variation was 196.2 m/s* (20-g) and its frequency was 200 Hz. The initial condition of the fluid in the tube
was assumed to be static with a meniscus shape determined by a balance of surface tension and gravitational forces. This
initial shape of the free surface between the walls was calculated by solving the Young-Laplace equation. Figure |
shows the initial free surface height distribution and the mesh structure used for the computation. It can be noticed that
the mesh was graded towards the free surface and towards the walls to better capture the variation of free surface near
the contact line. It may be mentioned that the computational mesh was updated several times during a time step as new
location of the free surface was calculated by solving the transport equations.

Figures 2-5 show the velocity distribution in the liquid at four different time instants during vibration. At
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=0.00625 s, the body force in the positive x-direction has induced a motion in the fluid contained between the walls
in that direction. The shape of the free surface has not changed at this early instant of time. At t=0.0175s, the sinusoidal
body force has already completed 3 cycles and half of a cycle in the positive x-direction. It can be noticed that the free
surface has deformed significantly from its initial condition. The motion of the fluid towards the positive x-direction
and a thinner meniscus at the left wall is due to the positive body force over the last half cycle. At t=0.03 s, the fluid is
moving in the negative x-direction. At this point, the body force has just completed 6 cycles. The inertia of the fluid is
keeping motion in the negative x-direction when the body force is actually zero. The free surface has become thinner
near the walls and extended down into the capillary tube. Further deformation and thinning of the meniscus is noticed
at the snapshot at t=0.0625 s. The variation of free surface shape with time qualitatively supports the experimental
observations of Brown (1995).

To quantitatively compare the film height at the extended meniscus during vibration, a three-dimensional
simulation of the capillary tube will be needed. Further, the effect of bottom wall and the size of computational mesh
will be evaluated to independently validate the accuracy of the numerical results. These will be carried out during a

follow up study of this research project.

LIQUID FLOW IN A ICALLY- VED H PIPE UNDER HIGH ELER N LOADIN

The analysis of heat pipes has usually been restricted to the inclusion of a relatively small acceleration field,
such as that due to gravity. While this type of analysis is appropriate for many applications, it may not be valid in the
assessment of the thermal performance of heat pipes in acceleration fields which are significantly greater than [-g. For
instance, heat pipes have been proposed to be used aboard fighter aircraft such as the Navy F/A-18 to act as heat sinks
for electronics packages which drive aileron or trailing edge flap actuators (Yerkes and Hager, 1992). During combat,
transient acceleration fields of up to 9-g could be present on the aircraft. Therefore, the knowledge of the thermal
performance of heat pipes under significant acceleration fields is of importance to designers of electronics packages for
aircraft.

A revolving heat pipe rotates about an axis other than its own. Even with high potential for application in aircraft
and in the cooling of rotating machinery, there have been only a few studies on the performance of a revolving heat pipe.
In a recent study by Thomas et al. (1997), it has been shown that a helically grooved revolving heat pipe can overcome
the deficiencies of depriming of wicks at high acceleration loading and can provide much superior performance at high
transient body force environment. The steady-state performance of a helically-grooved copper-ethanol heat pipe when
subjected to constant heat input and constant radial acceleration fields was determined experimentally using a horizontal
centrifuge table. The heat input ranged from 10 to 250 W and the magnitude of radial acceleration ranged up to 10-g.
An one-dimensional mathematical model to determine the capillary limit of helically grooved heat pipes was developed
and the analytical predictions were compared with experimental data.

The objective of the present investigation was to develop a complete mathematical model for liquid flow in
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helical grooves of a revolving heat pipe using FIDAP and compare the numerical results with the experimental data and
analytical predictions of Thomas et al. (1997). In order to adequately handie the complex three dimensional flow in a
helically-grooved passage and the motion of the free surface at the vapor-liquid interface, it was decided to build and
test the model at several steps.

First, the flow in curved channel simulating a groove of the heat pipe was investigated. To simplify the problem,
the presence of the free surface was ignored and all the sides of the channel were assumed to be rigid and fixed in space.
In the experiments of Thomas et al. (1997) the heat pipe was bent to match the radius of the centrifuge table to assure
an uniform radial acceleration field over the length of the pipe. The radius of the table was 122 cm, length of the pipe
was 50 cm, and its radius was 0.635 cm. Using these dimensions and assuming a square groove of 0.04 cm side, a
geometric model of the heat pipe groove was developed in FIDAP. Essentially, the mesh over the cross-section at one
end of the groove was developed using Cartesian coordinates and it was projected along a curve defined along the helical
path. For an uniform velocity defined at the inlet of the channel, the velocity and pressure distribution in the channel
was calculated. Figure 6 shows the velocity vectors along a section of the channel towards its outlet. The velocity is
maximum at the center and decreases to zero at the walls. Due to large length to hydraulic diameter ratio, the uniform
entrance flow becomes fully-developed within a short length from the entrance.

To explore the characteristics of the free surface at the liquid-vapor interface, a two-dimensional model of the
groove along its flow iength was developed neglecting the curvature of the pipe as well as that of the groove. The
characteristics of the flow in the adiabatic section of the heat pipe was investigated assuming that the flow enters this
section with a uniform velocity and with a film height equal to the height of the groove. The actual height (0.442 mm)
and width (0.474 mm) of the groove used in the experiments of Thomas et al. (1997) was used. Ethanol was used as the
working fluid. Computations were first carried out over a length of 10.16 mm and then extended over the entire length
of the adiabatic section (101.6 mm). Even though only steady state results were desired, computations were carried out
as a transient problem to make the free surface computation somewhat more stable. To achieve faster convergence, the
Newton-Raphson solver was used. Calculations were done for different imposed acceleration fields on the fluid in the
groove.

Figure 7 shows the velocity distribution in the liquid film when the acceleration is 1-g in the axial direction.
This also simulates a falling film if the channel is oriented in the vertical direction. The flow velocity at the entrance to
the adiabatic section corresponded to a thermal load of 14.6 W for the heat pipe. It can be noticed that the uniform flow
at the entrance gradually develops into a parabolic flow further downstream. As expected, the velocity is maximum at
the free surface and decreases to zero at the solid wall. The height of the film at the exit of the computation domain was
compared to the equilibrium film height for a falling film (Bird et al., 1960), and they were found to be ‘within 0.2
percent.

Figure 8 shows the film height distribution for different combinations of axial and normal components of the
body force on the film. The axial component seem to have much greater impact on the film height compared to the

component perpendicular to the solid wall. When the axial acceleration is increased from 1-g to 10-g, the film height
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decreases to a much smaller value. In addition, the film approaches the equilibrium height within a much shorter
distance. The equilibrium film height for 10-g acceleration in the axial direction compared to the analytical solution of
Bird et al. (1960) within 4%. The body force normal to the wall had the effect of slightly increasing the film height when
the force is applied in the direction away from the wall, and slightly decreasing the height when it is applied in the
opposite direction. The normal acceleration in excess of 3-g away from the wall, however made the film detach from
the wall and the solution of the flow was not possible. The above two-dimensional model ignored the side walls of the
heat pipe and surface tension forces at the contact lines along these walls may be quite significant to hold the liquid in
the groove to a larger vatue of the acceleration perpendicular to the bottom wall.

Figure 9 shows the liquid film height distribution over the full length of the adiabatic section of the heat pipe
for a heat load of 8 W and for an acceleration of 1.6 m/s in the axial direction and 28 m/s® across the thickness of the
film directed towards the wall. These conditions relate to the average acceleration in the adiabatic section and the
capillary limit of the heat pipe tested by Thomas et al. (1997) when revolving with a 6-g radial acceleration. It can be
noticed that under these conditions the height of the free surface approaches an equilibrium value within a short length
indicating that the groove will run only partially filled.

To investigate the effects of the side walls on the structure of the liquid film, computations were carried out
over a two-dimensional cross section of the groove using a static model of the free surface but including the
accelerations induced in the actual heat pipe. Figure 10 shows the cross-section of the liquid fiim under an acceleration
loading of 53 m/s’ in the x-direction and -28 m/s* in the y-direction. The body force in the positive x-direction pushes
the meniscus up along the side wall in that direction. It was observed that when a large acceleration in the positive y-
direction is applied, the film cannot be contained within the groove and tears apart overcoming the surface tension forces.

The simplified three-dimensional mode! for the curved channel simulating the flow in a helically coiled heat
pipe groove and the two-dimensional free surface models along the length and cross-section of the groove provided some
basic insight into the liquid return flow in a helically grooved revolving heat pipe. However, to simulate the actual
physical scenario, a three-dimensional model of the heat pipe with the free surface will be required. The condensation
and evaporation of fluid at the free surface has to accounted for in this model. It is expected that this work will be
continued over in a follow up research project where the three-dimensional model of the heat pipe groove will be
developed and the numerical predictions will be compared with experimental data presented by Thomas et al. (1997).
It is anticipated that the computations for the full three-dimensional model will require a supercomputer and the

computational facilities at the Shared Resource Center at the Wright-Patterson Air Force Base will be used for this work.
LIQUID JET IMPINGEMENT LING OF ELECTRONI
Jet impingement heat transfer is known for its ease of implementation and high heat transfer coefficients. It has

been employed for the drying of paper and textiles, tempering glass, bearing cooling, turbine blade cooling, and

clectronics cooling. Even though there has been a large number of research work on free and submerged jets. a literature
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review presented by Leland and Pais (1997) showed that very little experimental data or analyses for free surface liquid
jet impingement using high Prandtl number fluids is currently available in the open literature. In addition, the change of
fluid properties during jet impingement heat transfer process for a high Prandtl number fluid has not been investigated
in any previous work.

Although a poor heat transfer fluid, lubricating oil is an attractive coolant for aircraft applications because it
is generally in close proximity to the electrical generating equipment. It is also pre-existing in the aircraft and therefore
does not require: (1) flight qualification, (2) new maintenance procedures, (3) additional inventory space and logistics
procedures, and (4) additional environmental protection guidelines. These four advantages transiate into greatly reduced
operational costs which may far overweigh the loss in cooling efficiency. Lubricating oils are generally known for their
large Prandtl number and strong dependence of viscosity on temperature. Coolanol and its replacement PAO are also
used as coolants aboard aircraft and have Prandt] number and viscosity profiles similar to lubricating oil. Even the
aircraft fuel is being considered as a coolant alternative because of the same four reasons stated above although it carries
the obvious safety concerns associated with the use of fuel. The fuels used also have high Prandtl numbers. Therefore,
the investigation of jet impingement heat transfer for a high Prandtl number fluid taking into account the effects of
property variation with temperature is of great importance to the military and commercial aircraft industry.

The present study aimed towards the development of a free surface model for a liquid jet impinging on a solid
disk and to use the numerical model to parametrically study the effects of disk thickness and disk thermal conductivity
on the heat transfer process. The conditions corresponding to one of the experimental data presented by Leland and Pais
(1997) was used for the numerical simulation. The diameter of the jet was 0.17 cm and that of the disk was 1.295 cm.
The orifice was located at a distance of 0.85 cm from the disk. The jet velocity at the exit of the orifice was 280 cm/s.
The velocity distribution at this location was assumed to be uniform over the jet cross-section. Fluid properties used for
the computation corresponded to Mil-7808 used in the experiments of Leland and Pais (1997). This fluid had a density
of 0.966 gm/cm’, viscosity of 0.3421 gm/cm.s, thermal conductivity of 0.0003384 cal/cm.s."C, and specific heat of
0.4957 cal/gm."C. In order to converge to the final free surface height distribution within a reasonable number of
iterations, the initial shape of the free surface was approximately calculated by looking into the physics of the flow and
the conservation of mass as the film spreads over the disk after impingement. The Newton-Raphson solver was used
for the calculation of flow and the free surface location. Figure 11 shows the final free surface structure and the velocity
distribution in the jet as well as in the film. The velocity remains almost uniform in the earlier part of the jet and effect
of the impingement surface is feit when the jet reaches close to the wall. Beyond the stagnation region, the film spreads
out, decreases in velocity and increases in thickness. The velocity is small in regions away from the center of the disk
because of loss of momentum to counteract the shear forces from the solid wall of the disk and due to increase of flow
area because of radial spreading. The velocity is always maximum at the free surface and decreases gradually to zero
at the solid disk.

The heat transfer was investigated for two different matenials: copper (k=393 W/m.K) and constantan (k=17

W/m.K). The computation domain was extended to include the solid disk and computations were carried out for both
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solid and liquid regions simultaneously as a conjugate problem. The disk thickness was varied between 0.002 cm and
0.5 cm. An uniform heat flux of 33000 W/m? was imposed at the bottom of the disk. The distribution of local heat
transfer coefficient at the interface for a copper disk of 0.5 cm thickness is shown in Figure 12. The heat transfer
coefficient is maximum at the stagnation region and gradually decreases with radius. Due to large flow velocity at smaller
radii just beyond the stagnation region, the heat transfer coefficient holds to a higher value. Beyond that, the heat transfer
coefficient decreases as the thermal boundary layer increases in thickness.

Figure 13 shows the temperature contours for a constantan disk of 0.5 cm thickness. It can be noticed that the
highest temperature is encountered at the largest radius on the heater surface. The temperature in the solid region
decreases gradually towards the axis of the disk and towards the solid-fluid interface. The minimum disk temperature
is reached right at the impingement location of the jet. The existence of a thermal boundary layer in the fluid region is
seen in the figure. The fluid temperature at jet locations far away from the disk and at the free surface remains
approximately constant at its incoming value confirming the adequacy of the assumed adiabatic condition at the free
surface for the heat transfer model.

Figure 14 shows the variation of average heat transfer coefficient with disk thickness. The average heat transfer
coefficient decreases with disk thickness. The effect is particularly significant at smaller thicknesses. The constantan
disk seems to provide a larger average heat transfer coefficient compared to a copper disk of the same thickness. The
maximum temperature in the solid is plotted in figure 15. A larger maximum temperature in the constantan may be
attributed to a smaller thermal conductivity of this material. The difference is fairly significant for any given thickness.
This indicates that for electronics cooling, the thermal conductivity of the substrate material may play a very crucial role
in transporting heat from the electronics to the coolant keeping the temperature of the electronics to an acceptable level.
Itis also interesting to note that the best performance is realized for a disk thickness of about I mm for both copper and
constantan. Due to smaller thermal conductivity, the maximum temperature in the constantan disk increases rapidly if
the disk thickness is increased beyond | mm. The increase is small in copper under the same range of disk thicknesses.

Figure 16 shows the minimum surface temperature at the disk which always happens at the impingement
location. This temperature is somewhat higher in copper than in constantan. The minimum temperature increases with
increase of disk thickness. Figure 17 shows the variation of surface temperature over the disk surface. The variation
decreases with increase of disk thickness because of larger conduction within the solid. The magnitude of variation is
fairly significant for constantan under all conditions. For copper, the surface temperature may be assumed approximately
constant for a disk thickness of higher than 1 mm. By adding values of temperatures plotted in figures 16 and 17, the
maximum surface temperature of the disk can be calculated. This is shown in figure 18. The maximum surface
temperature decreases with increase in disk thickness. The magnitudes of the maximum surface temperature are

somewhat larger for constantan than for copper.

CONCLUSION

This research investigation focused on the modeling and computation of a number of free surface problems
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using the commercially available computer code FIDAP. The problems related to the development of novel thermal

management techniques for future high performance aircraft. The following conclusions can be made based on the

computational results.

1. An extended meniscus is formed at the liquid-vapor interface when a capillary tube is subjected to vibration
in the transverse direction. This shows the possibility of enhancement of the performance of a capillary pumped

loop under vibration loading.

|39

The flow in a helically grooved revolving heat pipe is highly affected by magnitude and direction of the
resultant body force. A larger body force in the direction of the flow decreases the film thickness and increases
the flow velocity showing the possiblility of larger fluid transport through the groove and higher capillary limit.
A body force directed downward into the groove simply helps retain the fluid in the groove but does not
significantly affect the flow velocity. A large body force directed upward from the groove may force the fluid
out of the groove resulting in local dryout.

3. During jet impingement of a large Prandtl number fluid, the local heat transfer coefficient is maximum at the
center of the disk and decreases gradually with radius as the flow moves downstream. The average heat transfer
coefficient decreases with increase of disk thickness and increase of thermal conductivity of the disk material.
A minimum temperature at the heat source can be realized for a disk thickness of about | mm. This maximum
temperature can be reduced by increasing the thermal conductivity of the disk material. A smaller minimum
surface temperature during jet impingement can be realized for a smaller thermal conductivity and smaller
thickness of the disk. The variation of temperature at the solid-fluid interface becomes larger with decrease
of thermal conductivity of disk material and disk thickness. For copper, the surface temperature becomes

practically uniform when the disk thickness is more than | mm,
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Figure 1.Mesh distribution in the capillary at t=0
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Figure 3.Velocity distribution in the capillary under vibration at t=0.0175 s
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Figure 4.Velocity distribution in the capillary under vibration at t=0.03 s
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Figure 5.Velocity distribution in the capillary under vibration at t=0.0625 s
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Figure 6.Velocity distribution in a curved channel simulating the heat pipe groove
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Figure 7.Velocity distribution in the adiabatic section of the heat pipe for 1-g axial acceleration
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CLASSIFICATION OF HIGH RANGE RESOLUTION RADAR SIGNATURES
USING EVOLUTIONARY COMPUTATION

Mateen M. Rizki
Associate Professor
Department of Computer Science and Engineering
Wright State University

Abstract

E-MORPH is multi-phase evolutionary learning system that evolves cooperative sets of feature detectors and
combines their response using a simple linear classifier to form a complete pattern recognition system. The learning
system evolves registered sets of primitive morphological detectors that directly measure normalized radar
signatures. A special convolution kernel evolves simultaneously to extract information from the output of the
primitive detectors to form real valued feature vectors. Starting with a population of trivial randomly generated
detector sets, EMORPH uses a novel combination of three evolutionary learning techniques, genetic programming
(GP), evolutionary programming (EP), and genetic algorithms (GA) to evolve increasingly complex detectors. The
GP grows complex mathematical expressions that perform signal-to-signal transformations, EP optimizes
convolution templates to process the results of these transformations, and the GA recombines sets of feature detectors
to form orthogonal features. A simple linear Perceptron is trained to classify the resulting features forming a
complete pattern recognition system. This report provides a brief description of E-MORPH and presents recognition
results for the problem of classifying high range resolution radar signatures. This problem is challenging because the
data sets exhibit a large within class variation and poor separation between classes. The specific data set used in this
experiment consists of 100 signatures of six airborne targets drawn from a 10° x 10° (azimuth x elevation) view
window. The best recognition system evolved using EMORPH accurately classified 98.7% of the training signatures
(6 targets x 50 samples = 300 signatures) and 95.7% of the signatures in an independent test set (6 targets x 50
samples = 300 signatures). This result is based on a preliminary experiment that did not involve tuning EMORPH’s
control parameters for this specific problem. This suggests that even better performance can be achieved in future
experiments. The techniques used in E-MORPH are not tied to radar signals. The approach is generic and readily

transitions to many different problems in automatic target recognition.
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INTRODUCTION

The foundation of a robust pattern recognition system is the set of features used to distinguish among the given
patterns. In many problems, the features are predetermined and the task is to build a system to extract the selected
features and then classify the resultant measurements. In automatic target recognition problems, the identification of
a set of robust, invariant features is complicated because the shape and orientation of the objects of interest are often
not known a priori. As aresult, a human expert is responsible of examining each problem to formulate an effective
set of features and then build a system to perform the recognition task. An alternative to this labor intensive approach
of building recognition systems has emerged in the past ten years that uses learning algorithms such as neural
networks and genetic algorithms to automate the process of feature extraction. There are many advantages to the
automated construction of recognition systems over techniques that rely solely on human expertise. Automated
approaches are not problem specific. Consequently, once an automated system is developed, it can be readily applied
to similar problems greatly reducing the time needed to solve new recognition problems. Automated systems are
capable of producing solutions that are comparable to the customized solutions created by human experts, but the
solutions formed by these systems are often non-intuitive and quite different from the solutions formed by human
experts. In many applications, this is a drawback because it is not possible to describe how the solution is obtained.
This is also a strength of the automated approach. Automated techniques are unbiased. The features selected to solve
problems represent alternative designs based on the structural and statistical attributes of the data. The fact that
different features are selected suggests that automated systems are capable of exploring different regions of the space

of potential solutions.

Several automated target recognition systems exist that use evolutionary learning to extract features from raw data
and perform classification [Rizki et. al. 1993, 1994]. Early experiments with EMORPH, a system developed to
evolve morphological algorithms, demonstrated that hybrid evolutionary learning systems are capable of generating
pattern recognition systems to automatically perform feature extraction and classification from grey-scale images. In
this system, a robust set of features is identified using a population of pattern recognition systems. Each system is
composed of a collection of cooperative feature detectors and a classifier that evolves under the control of a user
provided performance measure. The performance measure is tied to recognition accuracy, but additional constraints

are included such as complexity measures to sculpt specific types of solutions. The recognition systems compete for
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survival based on their performance. Successful systems have a higher probability of survival and contribute more
information to future generations. The structural and statistical information gathered by each recognition system
during the evolutionary process is passed to the next generation through a process of reproduction with variation.
The most successful recognition systems are combined to form new recognition systems that are often superior to
either parental unit. Two opposing forces operate in the evolutionary process: exploration and exploitation. By
recombining successful solutions during reproduction, each generation contains recognition systems that are more
capable of exploiting the performance measure and solving the recognition task. The reproductive process is
imperfect, variations in the new recognition systems are created by mutating the structure of the feature detectors.
Each new recognition system contains pieces of past successful designs with variations that explore alternative
designs. The process of reproduction with variation and selection continues until the best recognition system in the

population achieves a satisfactory level of performance.

This report describes experiments conducted using a modified version of EMORPH to evolve pattern recognition
systems to classify high range resolution radar cross sections. This version of EMORPH blends three evolutionary
learning paradigms: evolutionary programming [Fogel et. el., 1966; Fogel, 1991], genetic algorithms [Holland, 1975;
Goldberg, 1989], and genetic programming [Koza, 1992] to form a hybrid learning system. The system extracts
features from a training set of radar cross sections, assembles cooperative sets of features, and forms a single layer
Perceptron [Papert and Minsky, 1988] to classify targets. A minimum amount of effort was devoted to tuning the
EMORPH for the specific problem of classifying radar target, yet the evolved pattern recognition systems accurately

classify an independent test set of radar cross sections.

THE EVOILUTIONARY LLEARNING SYSTEM

The overall design of the EMORPH generated recognition system is shown in Figure 1. A recognition system is
composed of a feature extraction module and a classification module. The feature extraction module applies a set of
feature detectors to each radar cross section to form a feature vector. The classifier then assigns a target label to each
feature vector. A feature detector is composed of two components, a transformation and a cap. Transformations are
networks of morphological and arithmetic operations that alter the signal in an attempt to enhance the most
discriminating regtons of the radar cross sections while suppressing noise. Caps are convolution kernels or templates
composed of a collection of positive and negative Gaussian probes that are used to explore both the geometrical
structure and contrast variation of the transformed signal. The convolution operator produces its strongest response
when all of the positive and negative probe points align with similar regions in the signal. Consequently, when a cap
produces a strong response, it indicates that geometry and contrast variation embodied in the cap also exists in the
transformed signal. By adjusting the positions, values, and spread of the probe points, complex structural
relationships are readily identified. The output of a detector set is a registered stack of processed radar cross sections.

The set of caps present in a single recognition system is a registered set of convolution templates that serves as a 3D

57-4



Feature

Extraction

Raw Input Signals

Capped Transformed Signals
Targets A1 & A2  Targets B1 & B2 I L - Targets A1 & A2 Targets Bi & B2

IR ) e TN 6T

I
M

Signal Bus

0.88| |0.83
0.32] |0.25

A B < : 0.09) |0.11

Labeled Targets [ X X 0.93) lo.gs
B14& B2

m ——— ———— — t— — — —

I
|
|
|
|
|
|
I
|
!
!
I
I
A

Feature Vectors

Figure 1. Overview of an evolved pattern recognition system.

probe. This probe allows the recognition system to explore relationships within a single stack-plane (transformed
view of the input signal) or across several stack-planes. By varying the parameters of each transform, the feature
extraction module can decompose a signal into different spatial frequencies creating a pseudo-wavelet
transformation. When this occurs, the 3D probe can exploit multiple resolution levels to selectively mask noisy high
frequency spikes leaving only the most prominent structures for further analysis. When the full set of detectors is
applied to a radar signal, a real valued feature vector is produced. Each detector contributes one component to the
vector. By repeating this process for all the signals, a feature matrix is created that is passed to a neural network for

classification.

The E-MORPH system maintains a population of candidate recognition systems as shown in Figure 2. The
performance of each member of the population is evaluated by using the recognition system to classify a training set
of radar signals. After each recognition system is assigned a performance measure, is competes for survival with

other members of the population. The competition is organized as a tournament that ranks each recognition system
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Figure 2. Overview of the EMORPH system.

based on its performance relative to the performance of other systems in the population. The size of the tournament

changes throughout the evolutionary process and is based on the average performance of the population as shown in

Equation 1.

N \
2 pm;

= I, M-z .

NC = max| 1, i=1 Equation 1
N

In this Equation, NC is the number of competitors in each tournament, N is the population size, and M is a uscr

imposed upper limit on the number of competitions (M <= N). Each recognition system must win as many conflicts

as possible to increase its chance for survival. The number of competitions won or lost is calculated using Equation 2.
NC

pm;
win; = 2 l:(pmi +piy . o, 1)) < (o, l):l Equation 2
k=1

In these local competitions, the chance of winning is proportional to the ratio of the performance measure of the

recognition system and its competitor. For example, if a recognition system's performance (pm;) is high and a
randomly selected competitor's performance (pmypxn+y(o.1)) 18 low, then the probability that the ratio is greater than a

value drawn from a uniformly distributed random variable U(0, 1) is also high. When the relationship shown in

Equation 2 is satisfied, the recognition system wins the pairwisc competition. Limiting the tournaments to a subset of
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the population reduces the possibility of premature convergence of the evolutionary process. When the average
performance of the population is poor, the number of individuals in each tournament is small and a marginally better
recognition system does not have the opportunity to dominate the population. The pairwise competition used within
each tournament tends to maintain a diverse population of recognition systems because marginal individuals always
have a small probability of survival. The final selection for survival is based on a ranking of the number of conflicts

won by each recognition system. The sets with the greatest number of victories survive to the next learning cycle.

E-MORPH uses three different techniques to alter the structure of the detector set contained in each recognition
system. The position of the Gaussian points in the convolution templates within a detector set are varied using
evolutionary programming [Fogel, 1991], the functional form of the transformation is modified using genetic
programming [Koza, 1992], and the collection of detectors that form the basis of the feature extraction module are
selected using a genetic algorithm [Holland, 1975]. These techniques are combined to exploit the strengths of each

paradigm.

The purpose of the EP algorithm is to systematically improve the position, type, and number of probe points in the
convolution templates. This is accomplished using a controlled vibration of the position of the Gaussian points in
each template followed by a series of random mutations that add and/or delete points (see Figure 3). The EP phase
manipulate each recognition system independently. To begin, a member of the population of recognition systems is
cloned to form an extended clonal population of C recognition systems. The caps in each detector set in the extended
population are subjected to random variations. The amount of variation is inversely proportional to the performance
of the parental detector set and controlled by Equation 3. The value x; is the central position of the kth Gaussian

) Xsizej Equation 3

X g = max(mm((xj’ et (——2— -1 —-pmi) - N(O, 1)),Xmaxj),Xminj)

point in the jth convolution template, X;,. is the size of the template, X, is the location of the left side of the
template, X, is the location of the right side of the template, (1-pmy;) is the complement of the performance measure

of the ith detector set, and N(0,1) is a normally distributed random variable with a mean of zero and a variance of one.

To update a probe point's position, the mean of the random variable is set to the value of the initial position of the

/\ /\ CAP BEFORE

2 3
Random
No Chante Addition
. Random
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\
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Figure 3. Evolving a convolution template.
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probe point and the variance is scaled to fall into the range from zero to half the template size. Using this technique,
when the performance measure is low, the potential extent of variation in the position of a probe point is high. The
potential for variation is reduced as the performance increases. If the performance reaches one, the potential for
variation is zero and the template's point configuration is frozen. This approach to adjusting the structure of a
template is similar to the process of simulated annealing where gradual improvements in the population performance

shut down the process of random variation as a solution is formed.

The vibration process is only capable of adjusting the position of existing probe points. The second step of the EP
phase is mutation that adds and/or deletes probe points to alter the complexity of the templates. Point mutation
occurs immediately after the template points are vibrated. The amount of each type of mutation is controlled by a
user selected probability. As a rule, if the detector set is initialized with a limited number of probe points, the
probability of addition should be larger than the probability of deletion. This will bias the mutation rate toward

addition and cause the detectors to grow in complexity.

In addition to the type and placement of the Gaussian points in a template, the variance (spread) of Gaussian probes

change during the evolutionary process. The extent of each probe point is determined using an Equation 4. The

G = Opip+(1=pm;) (G — G i) Equation 4

limits on the spread of a single Gaussian point are set by the user to (Gp;p, Omayx)- The actual size of the probe point
is then adjusted relative to the performance of the ith recognition system (pm;). If the system exhibits poor

performance, the points increase in size to become less sensitive to the environment. If the recognition system is very

accurate, the points become smaller and more sensitive to variations in the signals.

The decision to accept a mutated cap is based on a local performance measure. A value for the Fisher’s Discriminant
[Fisher, 1936] is calculated for the original capped detector and the mutated detector. This is a measure of the
detector’s ability to increase the separation between the means of the response for each class of target while
simultaneously reducing the variance in the response for each class. If the mutated detector is more discriminating
than the original detector, it replaces the parental unit. After all of the templates in a detector set are mutated and the
successful caps have replaced their parental caps, the complete set of detectors is placed in the recognition module
and a Perceptron [Minsky and Papert, 1988] is trained to classify the targets. The error vector returned by the
recognition module is used to assign a performance measure to the modified detector set. This process is repeated for
each detector set in the clonal population. Finally, the C parental detector sets compete with the C offspring detector
sets for survival in a tournament. The top ranked C detectors are preserved and the evolutionary programming cycle
begins again. After a fixed number of EP cycles, the performance of the best recognition system evolved during the

EP phase is compare to the original parental recognition system. If the best evolved recognition system is more
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accurate than its parent, it replaces its parent in the base population. This process is repeated for each member of the
base population. When the EP phase terminates, the base population contains optimized sets of convolution

templates specifically tuned to the transforms contained in the individual recognition systems.

EMORPH uses genetic programming (GP) to grow the transformations and a genetic algorithm (GA) to mix detector
sets. The actions of GP and GA are blended together into one process. The GA is responsible for recombining
detector sets and components of detector sets (see Figure 4). Parental units are selected from the base population
using roulette wheel sampling where the probability of selection is proportional to the recognition system’s accuracy.
Once a pair of parents is selected, their detectors are exchanged using a uniform crossover. The detector set is
analogous to a biological chromosome and the individual detectors are similar to genes. During crossover, each
detector position in the parental set contributes some portion of each of its detectors to a pair of offspring detector
sets. There is a 0.5 probability that the first parent places its information in the first offspring and the second parent
places its detector in the second offspring. Similarly, there is a 0.5 probability that the first parent places its
information in the second offspring and the second parent places its detector in the first offspring. As shown in
Figure 4, the information placed in the offspring can vary. In some cases, a parental unit simply copies its whole
detector into the selected offspring. In other cases, one parent contributes a transform and the other contributes a cap.
There are user defined probabilities for each type of exchange. Typically, there is a higher probability of exchanging
complete detectors and a lower probability of exchanging caps and transforms. Since caps are customized to the

transformation during the EP phase, exchanging whole detectors is not as disruptive as recombining transforms and
Detector
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Set 1 Set 2
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Detector
Set1 &2
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Detector
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Detector
Exchange

Detector
Copy
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Figure 4. Action of the GA process. The GA takes pairs of detector sets and recombines components of each parental set to form pairs
of offspring. This process can result in combinations of different caps on transforms or whole detectors being exchanged between sets.




caps. At the same time, since the detectors are at fixed positions in the set, the transforms and caps at a given position

are similar so mixing caps and transform is not unreasonable.

The GP and GA are concurrent processes. When an exchange of detectors occurs, there is a small probability that the
internal structure of the underlying transforms are also recombined using GP as shown in Figure 5. The
transformations are represented as expression trees. The input patterns flow from the leaves of the tree through the
operators to the root of the tree. The GP algorithm exchanges sub-trees between pairs of transformations. In Figure
5, transform one (dark grey) contains a root and two sub-trees labeled S1 and S2 while transform two (stippled grey)
consists of a root and two different sub-trees labeled T1 and T2. Recombination forms two new transformations
where the sub-trees S1 and T1 are exchanged in the offspring. In addition to exchanging information by
recombination, sub-trees can be added, deleted, or replaced. Mixing the structure of expressions produces radical
changes in the operation of the offspring transform. This disruptive process facilitates the search for new functions.
The probability of each type of action is defined by the user. Usually, the probability of mutation (addition, deletion,
replacement) is lower than the probability of recombination because recombination preserves larger pieces of the

structure and therefore is slightly less disruptive than mutation.

EMORPH uses a combination of morphological and arithmetic operators as a basis for its functional transformations.

Mathematical morphology is a technique for probing the structure of signals or images using set theoretic operations

Transform 1 Transform 2

’——{ Replacement D eletion

Transform 1° Transform 2°'

Addition

Figure 5. The GP process applied to transformation. Parental transformations are defined as expression trees. Sub-trees are
recombined to form new transformations. During this process, some new operators are introduced (addition), some are removed
(deletion), and some sub-trees are replaced with randomly generated sub-trees.
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[Serra, 1982; Haralick et. al. 1987]. Each morphological operation is a signal-to-signal transformation that applies a
probe-like pattern, referred to as a structuring element, to an input signal to produce an output signal. By selecting
the correct algebraic form and structuring elements, specific objects can be isolated or enhanced, but finding the
combination of operators and probes to perform a given task is difficult even for an experienced morphological
analyst. EMORPH solves this problem using GP to generate, evaluate, and select suitable morphological
transformations to accomplish the desired classification. To begin the evolutionary process, the detector sets that
form the basis for the population of recognition systems are initialized with small randomly generated expression
trees. Each node in the trees contains an operator drawn from the set: erosion, dilation, opening, closing, band-
opening, band-closing, complement, addition, subtraction, minimum, maximum, and threshold. Most of the
operators require some type of parameter. The morphological operators (erosion, dilation, opening, closing, band-
opening, band-closing) use structuring elements that are selected at random from a standard library consisting of
three basic shapes (e.g. 1-D cross section of a cone, a bar, a ball). A scale factor is also included to alter the size of
the structuring element. Some of the arithmetic operators (minimum, maximum, threshold) also use a parameter to
control the behavior of the operation. These parameters are selected from a uniformly distributed random variable
(U(0,1)). Detailed examples of morphological operations, library structuring elements, and the process of generating
expressions are described by Zmuda et al. [1992]. When each expression is generated, it is applied to the input
signals. If it produces an extreme effect (¢.g., the output of the operation is a constant value), it is considered a lethal
form and discarded. Transforms are generated until an acceptable set is found for each member of the initial

population.

The GP/GA phase begins with N detector sets and combines N/2 pairs of parental sets to form an extend population
of 2N sets. Each member of the extended population is evaluated using the same procedure described for the EP
phase. A tournament selection process is applied to rank the entire population and the N top-ranked detector sets are
preserved for the next cycle of the GP/GA algorithm. When the GP/GA phase is complete, each detector set consists

of combinations of transforms and caps that proved useful in the recognition process.

The overall flow of the EMORPH evolutionary process is shown in Figure 6. To summarize, EMORPH generates N
random recognition systems. Then the learning cycles begin. Each pass through a learning cycle consists of one
application of the EP phase where the caps within each detector set are adjusted and several passes through the GP/
GA phase where the transformations are restructured. The EP phase is applied to each recognition system in the base
population of size N. The ith recognition system (i=1,2,3...,N) is cloned C times. The detector set caps within each
clonal recognition system are then mutated to produce C mutated recognition systems. Then C recognition systems
are selected from the expanded population of size 2C using tournament selection and the process repeats. After a user
specified number of cycles, the best recognition system in the final set of C competes to replace its ancestor (the ith
recognition system) in the base population. The GP/GA phase then begins. In this phase, the base population of N

recognition systems are repeatedly recombined using the hybrid GP/GA technique described earlier. The N/2 pairs
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ECENMTETNTMEMMUVIIIUN SYSTEMS
‘OREACH recognition system DO

FOREACH detector in the recognition system DO
randomly generate a transform
randomly generate a cap
ENDFOR
apply the detector set to the training data (produce a feature matrix)
calculate the performance measure (classify the training data set)

OR 1 to the desired number of learning cycles DO
// ACTIVATE THE EP PHASE
FOREACH recognition system DO
generate a clonal population of size C
FOR 1 to the desire number of ep cycles DO
FOREACH recognition system in the clonal population DO
copy the recognition system
FOREACH detector in the copied recognition system DO
vibrate the cap
mutate the cap
compute the Fisher’s discriminant
IF the Fisher’s value of mutated detector is better
THEN replace the detector
ENDFOR
apply the detector set to the training data (produce a feature matrix)
calculate the performance measure (classify the training data set)
perform tournament selection (reduce 2C --> C)
ENDFOR
IF the best detector is. more accurate than the original parental unit
THEN replace the parental unit
ENDFOR
ENDFOR
// ACTIVATE THE GP/GA PHASE
FOR 1 to the desired number of ga/gp cycles DO
select parents using roulette wheel sampling
// recombine parental sets using modified uniform crossover to form two offspring
FOREACH position in the detector sets DO
SELECT type of exchange with a user specified probability

1: exchange whole detector
2: exchange caps

3: exchange transforms

4: recombine transforms (gp)

(a) crossover sub-trees
(b) extend trees with randomly selected operators
(c) delete randomly selected sub-trees
ENDFOR
apply the detector set to the training data (produce a feature matrix)
calculate the performance measure (classify the training data set)
perform tournament selection (reduce 2N --> N)
ENDFOR
IF the maximum performance is unchanged for several generation
THEN IF the maximum performance is less than 100%
THEN add a randomly generated detector to the end of every detector set
ELSE select a random position and delete the detector in the position in all detector sets
ENDFOR

Figure 6. An overview of the EMORPH algorithm.

of recognition systems are selected using roulette wheel sampling to form N new recognition systems. The
recognition accuracy of these new systems is then calculated using a linear Perceptron classifier, and a tournament is
conducted to reduce the population from 2N to N recognition systems. This process repeats for a user selected

number of cycles. Since the number of detectors in each member of the population is fixed, it is possible to have too
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many detectors to solve the given recognition task. To overcome this difficulty, EMORPH tracks the performance of
the best member of the base population during the course of the evolutionary process. If there is no improvement in
the accuracy of the best recognition system for several generations, a new detector is added to the end of every
detector set in the base population. If EMORPH generates a perfect system (100% accurate), then periodically a

detector is deleted from every recognition system in an attempt to locate a less complex solution.

The user can set parameters to control the number of EP and GP/GA sub-cycles that occur within each EEMORPH
learning cycle. There is a trade-off between the EP and GP/GA phases. The user can increase the sensitivity of the
individual detectors by increasing the number of passes through the EP phase relative to the number of passes through
the GP/GA phase. Alternatively, the user may elect to spend more computational resources adjusting the average
complexity of the detector sets by increasing the number of passes through the GP/GA phase. It is difficult to select
an appropriate mixture of passes because the evolutionary learning process is dynamic. During the early stages of
evolution, it is not likely that the complexity and number of detectors in the population is suitable for the recognition
task. If the user arbitrarily increases the number of EP passes, the probe point density will increase to compensate for
the lack of complexity in the transforms and limited nurﬁber of detectors. This will produce customized solutions that
tend to perform well on training sets and poorly on test sets. If the number of GP/GA cycles is too large, the
transform can become too complex to compensate for the inadequate distribution of probe points within each cap. A
good compromise would be to implement an adaptive control mechanism that evaluates the relative contribution of

each phase throughout the evolutionary process and dynamically adjust the length of each phase appropriately.

EXPERIMENTAL DESIGN

To demonstrate how EMORPH generates pattern recognition systems, the results of a target recognition task in high
range resolution radar are presented. Specifically, the problem is to classify a set of airborne targets from their radar
cross sections. For this experiment, a sample of 600 radar signatures were extract from a large database of signals.
Each radar signature is one view of a target at a specific azimuth and elevation. The selected data set contains six
targets at azimuths that range from -25° to -16° and elevations that range from -20° to -11° in increments of 1°. Thus,
there are one hundred samples of each target in the data set. These were divided into a training set of 300 radar
signatures that contain 50 samples of each target and a test set of 300 cross sections that also contain 50 samples of
each target. The data was not placed in the sets at random. The training set contains all targets with odd values of
azimuth while the test set contains the remaining signatures. This amounts to placing every other signature in the
view volume (azimuths x elevations) into one set and the remaining signatures into the other. A few sample
signatures are plotted in Figure 7. Notice the signatures have been normalized into 128 range bins with the
maximum value (255) placed in bin 63. Looking down the column of data it is easy to see there are characteristic
features in each target that persist through a few degrees of change in azimuth, but then rapidly disappear. Also note

the similarity in the signatures between targets making the classification task quite difficult. In Figure 8, the full
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Figure 7. Sample radar cross sections. The box to the left contains training data. The column are targets 1-6 and the rows are various changes
in azimuth and elevation (az=-25° to -17° in increments of -2° at elevation -20° followed by az=-25° to -17° in increments of -2° at elevation -19°).
The box to the right contains test data. Again, the column are targets 1-6 and the rows are various changes in azimuth and elevation (az=-24° to -
16° in increments of -2° at elevation -20° followed by az=-24° to -16° in increments of -2° at elevation -19°).

Figure 8. Training and test data sets. The complete training set is displayed as an image in the box to the left and the test data set is displayed to
the right. Each row in these images represent one radar signature at a given azimuth and elevation. The intensity of each pixel represents the
magnitude of the range bin at the given location. The horizontal white lines were added to divide the data sets into six groups that represent the six
different targets.
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training and test data sets are displayed as images. A set of horizontal white lines are inserted into the figure to
separate the different targets, but it is possible to see the general location of the sets of targets without the lines. This

suggests that there are some invariant aspects to each target.

To begin the learning experiment, a population of 10 pattern recognition systems is generated. Each system is
initialized with three randomly generated detectors consisting of a transform containing one to three operators and a
cap with one or two Gaussian points. The accuracy of each detector is evaluated by training a single layer Perceptron
to classify the training data set. The initial population contains recognition systems that range in accuracy from

40.7% to 57.7% on the training data set.

An E-MORPH learning cycle consists of five EP sub-cycles followed by five GA sub-cycles. A pass through the EP
phase consists of processing each member of the base population of 10 recognition systems. Each member of the
base population is used to produce 10 clones that are then mutated to produce an additional 10 recognition systems.
This extended population of 20 systems is pruned back to 10 individual using tournament selection. The process is
repeated five times and the best recognition system found competes to replace its ancestor in the base population.
Similarly, the GP/GA phase begins with the base population of 10 recognition systems. Copies of these base systems
are mutated and recombined to create an extended population of 20 systems (10 parents + 10 offspring). The

extended population is ranked using tournament selection and the top 10 systems are saved to start the next GP/GA

sub-cycle.

For the EP phase, the probabilities of vibration, addition, and deletion are 0.6, 0.3, 0.1 respectively. When a Gaussian
point is added to a cap, there is a 0.67 probability that the point is positive and a 0.33 probability that the point is
negative. The range of a Gaussian probe point is 4 to 12 range bins (i.e. pixels) and the maximum weight of a point is
limited to the range of 1 to 3. In the GP/GA phase there is a 0.3 probability that a detector set is mutated and a 0.7
probability that a pair of sets is recombined. If a set is selected to undergo mutation, there is a 0.2 probability that an
individual transform passes to the offspring unchanged; a 0.7 probability that the transform is extended with a
randomly selected operator, and a 0.1 probability that a random tree is added to the transform. If a pair of detector
sets are combined, there is a 0.4 probability that the complete detectors are exchanged, a 0.4 probability that only the
caps are exchanged; a 0.1 probability that sub-trees within the transforms are exchanged; and a 0.1 probability that

transforms are joined at the root with a randomly selected operator (a special form of exchange).

The experiment consists of a total of 50 learning cycles where each cycle consists of one application of EP (5 sub-
cycle) followed by one application of GP/GA (5 sub-cycles). The average recognition accuracy for the population
produced during the evolutionary learning process is shown in Figure 9a. The performance is displayed at the end of
each EP and GP/GA phase (50 * (1 + 1) = 100 generations). The average recognition accuracy rises from a low of

49.5% in generation 0 (before applying EP or GP/GA) to 93.7% in generation 100. Notice, the curve is not
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Figure 9a. Average performance for the training set. Figure 9b. Performance of the best recognition system for

the training and test data sets.

monotonically increasing. This is because detectors are added to each detector set in generations 15, 33, 49, 73, and
93. When a new detector is added, the performance of some of the recognition systems is disrupted and performance
fluctuates until the new detector is optimized. There are other disruptive influences that are not visible in this graph.
After each application of the GP/GA phase, the overall system performance decreases slightly, but usually bounces
back after the next application of the EP phase. This is not surprising, the GP/GA phase tends to disrupt the
underlying transformations and EP adjusts the caps to compensate. This disruptive influence is often beneficial,
leading to better performance in later learning cycles. The performance of the best recognition system in each
generation is shown in Figure 9b. The accuracy of the best system rises from approximately 57% on the training and
test data sets using 3 detectors to a maximum level of 97% on the training set and 95.7% on the independent test set.
The best recognition system uses 8 detectors. A higher training score (98.7%) appears in generation 84 using only 7

detectors, but it is associated with a slightly lower test set performance of 94.7%.

The response vectors produced by the best recognition system are shown in Figure 10. The plots in the left-most
column represent the output response of the eight detectors in the best recognition system to the training data set. The
x-axis of each plot is numbered in units of 50 that correspond to groups of data of the same class (e.g. 0-49 are
examples of target 1, 50-99 are examples of target 2, etc.). The jagged nature of the response vectors makes it
difficult to judge how much overlap there is between the responses for different classes. The plots in the second
column from the left depict the range of the response for each class as a horizontal line (class one is at the bottom and
class six is at the top). For example, the first detector’s plot (row 1, column 2) shows there is no overlap between the
response for target 1 and target 6 and there is a slight overlap between the responses for targets 2-4 and target 6.
Consequently, detector 1 is effectively separating class 1 from class 6 and almost separating classes 2-4 from class 6.

Essentially, this is a target 6 detector. Each detector’s response to the test data set is shown in the third column of
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Figure 10. Response vectors produce by the best recognition system in generation 100.
plots, and the range of these responses are shown in the right-most column. There is some variation in the range of
responses of the detector to the training and test data sets, but the overall the behavior is quite similar. The detectors
form an ordered set (1-8). The detectors in the higher numbered positions are younger in terms of the evolutionary
process so it is not surprising that they do not exhibit as much separation among the class responses. The older
detector positions (1-6) all contain at least one pair of completely separated classes, while the less optimized detectors
(7-8) do not. If the evolutionary process was allowed to continue, these responses could be refined producing better

separation among the classes.

A more detailed examination of the best recognition system reveals that it contains detectors with different levels of

complexity (see Figure 11). The transforms are displayed in a LISP-like format where expressions are parenthesized
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Figure 11. The transforms and caps that appear in the best recognition system.

tuples of the form: (operator operand, operand, .... operand,). The oldest detector positions appear to contain very

complex transforms, but on closer inspection many of the operations are redundant. This is easily seen in the simple
expression of transformation number 4 which is ( Open ( Open ( Dilate ( Dilate Identity SE8 ) SE8 ) SE3 ) SE3 ).
The repeated dilation operations in this expression can be reduced to one operation with a different structuring
element and the pair of opening are redundant and one of them can be discarded. This would produce a reduced
transform of the form: (open (dilate identity SE8’) SE3). Similar redundant operations are visible in the remaining
transforms and many simplifications are possible. This suggests that transforms could be simplified while they are
evolving by introducing a penalty function into the system performance measure or by applying special algorithms
that eliminate redundant substructure periodically during the evolutionary process. Eliminating the redundant
operations will accelerate the search process, but further experiments are needed to determine whether redundant
structures are actually used as building blocks during the evolutionary process. Also displayed in Figure 11 are the
caps that evolved for the best recognition system. In general, the caps appear to contain only a few probe points.
Note, the scales for each cap are different. Some have a relatively large extent covering 40 plus range bins while

others are less than half that size. -
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E-MORPH successfully generated a pattern recognition system to classify high range resolution radar signatures.
The evolve recognition system achieved a classification accuracy of 98.7% when applied to a training data set
consisting of 300 radar signatures (50 samples of six targets) and 95.7% accuracy on an independent set of 300
additional signatures. The best recognition system contained eight feature detectors composed of primitive
morphological and arithmetic operators capped by a special convolution template containing an evolved distribution
of Gaussian-shaped probe points. The response of these detectors are processed by a simple linear classifier that
labels each signature. The use of morphological operators in the construction of primitive feature detectors allows
EMORPH to evolve wavelet-like transformations that eliminate noise from the signatures and suppress information

at various spatial frequencies to facilitate the process of classifying targets.

Although EMORPH achieves excellent recognition results, its performance can be improved. Inspection of the
evolved feature detectors suggests that various redundant sub-expressions within the detector transformations can be
eliminated to accelerate the evolutionary search process. This also implies that adjusting the library of operators and
parameters used to grow feature detectors may improve both accuracy and the robustness of the evolved recognition
systems. In addition, EMORPH’s control parameters were not carefully tuned for this specific problem.
Consequently, even better performance can be achieved in future experiments by adjusting the library of
morphological operators, structuring elements, and distribution of the computation resource among the different

phases of the evolutionary process.

The techniques used in EMORPH are not tied to radar signal processing. The approach is generic and can be readily
transitioned to many different problems in automatic target recognition. No single approach solves all problems in
automatic target recognition, EMORPH represents one viable alternative. The solutions generated using our
evolutionary learning algorithm are quite different than the solutions produced by human experts. This indicates that
human experts may not be using all of the available information to develop robust pattern recognition systems. In
future work, we hope to tune EMORPH, perform a more definitive set of experiments, and explore the possibility of
combining human expertise with the evolutionary search process to access alternative designs. This hybrid approach

to design may ultimately produce recognition systems with performance superior to any in use today.
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Abstract

One of the most efficient steps in the initial decomposition of HFCs under
combustion conditions is proton abstraction by hydroxy! radicals. We have utilized ab initio

quantum mechanics and Transition State Theory (TST) to calculate the temperature
dependence of rate constants for the reactions, CH,F,, (x=1to 4) + OH - CH, ,F, + H,0.

Rate constants calculated using HF/6-31G(d) frequencies and MP2/6-31G(d) structures to
calculate reactant and transition state partition functions and the Hartree Fock imaginary
frequency, w;, to compute the tunneling factors, I", yielded rate constants which were
substantially greater than experiment. Adjustment of the energy barrier to effect agreement
between experimental and calculated rate constants at 298 K gave Arrhenius plots that
exhibitedmarkedly greater curvature than measured rate constants.

When the imaginary frequency and barrier height were calculated by fitting high level
(G2) energies along the reaction path with a semi-empirical Eckart function, it was found
that the calculated imaginary frequency is a factor of 2.5 lower than the HF/6-31G(d) value,
indicating that the energy barrier is considerably broader than predicted by the latter
frequency. When the new imaginary frequencies and barrier heights were used to calculate
rate constants, it w as found that kysy<k(exp), but that lowering the barrier height (by an
average of 4.7 kJ/mol for the four reactions) yields calculated rate constants which are in

excellent agreement with experiment at all temperatures.
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COMPUTATIONAL STUDIES OF HYDROGEN ABSTRACTION
FROM HALOALKANES BY THE HYDROXYL RADICAL

Martin Schwartz

L INTRODUCTION

Halons (bromofluorocarbons), including CF,Br, are excellent fire suppression agents.
However, it has been well documented in recent years that they very efficiently catalyze
destruction of stratospheric ozone;"? hence, their further commercial production has been
severely restricted.?® Partially hydrogenated hydrofluorocarbons (HFCs) are more
efficiently destroyed in the troposphere, which results in a diminished ozone depletion
potential. Therefore, these compounds have been proposed as transitional replacements
for the perhalogenated Halons.?*

Evaluation of the efficacy of these compounds to serve as alternative fire
suppressants can, in principle, be greatly aided by high temperature computational kinetic
modeling of the interactions of HFCs and their decomposition products with the species
present in hydrocarbon fires. The reliability of this modeling is critically dependent upon the
accuracy of estimated rate constants for the various reactions involving these species under
combustion conditions ( >2000 K). Unfortunately, the required kinetic data are often
unavailable or else have been measured only at temperatures below 1000 K.

One of the most important species responsible for flame propagation is the hydroxyi
radical, which can also act to initiate decomposition of the proposed extinguishment agent
via proton abstraction:

CH,F, + OH - CH,,F, +H,0 (1)

During the past summer, we utilized ab initio quantum mechanics and Canonical

Transition State Theory (TST) to calculate the rate constants for proton abstraction from

methane and the three fluoromethanes containing hydrogen at temperatures ranging from
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250 K to 2000 K. The computational methods, results and comparison to experimental rate
constants are presented below.
1 COMPUTATIONAL METHODS

Ab Initio molecular orbital calculations were performed using the Gaussian-94 suite
of programs;® TST rate constant computations were performed using a FORTRAN program
written by the authors.

Geometries, frequencies and energies were determined for the reactants and
products using the G2° and related G2(MP2)” and G2(ZPE=MP2) procedures.

Transition state geometries were optimized at the UHF/6-31G(d) and UMP2(full)/6-
31G(d) levels and verified to be first order saddle points by observation of a single
imaginary frequency. The Intrinsic Reaction Coordinate® (IRC) was then determined using
the UMP2(full)/6-31G(d) basis at increments of approximately 0.10 reduced mass units.
Single point G2 energies were calculated at selected points along the IRC.

Rate constants were evaluated using the standard Eyring TST expression:®

AE}
MPUA L @

TST h QRC,

in which AE} is the classical energy barrier, Qs and Qg are the partition functions of the
transition state and reactants, and I is the tunneling factor. The partition functions were
evaluated using MP2/6-31G(d) moments of inertia and HF/6-31G(d) frequencies (scaled by
0.8929) using standard formulae.” Vibrations were treated as harmonic oscillators with the
exception of the X,C--H--OH torsional mode of the transition state, which was treated as a
hindered internal rotor using the new polynomial expression proposed by Ayala and
Schlegel' to compute Q,z. There are at least two ways to determine the reduced moment

of inertia, |, required to evaluate this partition function. The first method involves the

59-5




intuitively straightforward calculation of the X,C and O-H group moments about the
approximately linear C--H--O axis. This yields |, = 1.20x10*" kg-m? for the CH, reaction and
a nearly constant value of I, = 1.46x10*" kg-m? for reactions of the three fluoromethanes.

In the second method, proposed by Truhlar,'? the internal rotation axis is adjusted to require
cancellation of the internal angular moment of the two groups. However, application of this
method (as implemented in a subroutine of the POLYRATE program'®) yielded reduced
moments which were one to two orders of magnitude greater than values obtained with the
first method and effective internal rotation axes lying as much as 80° away from the C--H--O
axis. Therefore, the values of |, obtained with the former procedure were utilized in the
evaluation of Qz.

In order to evaluate the tunneling factor, I', we used an Eckart potential function, '
which yields an analytical expression for the transmission coefficient that can then be
integrated to obtain I"."® The Eckart potential is a function of the forward and reverse energy
barriers, V, and V,, the reaction coordinate corresponding to the barrier maximum, x,, and a

parameter characterizing the barrier width, A, and is given by:

A A
V(x) = Ae R Be (3a)

x-x, X~Xo
1+ 2 1+ 8

where A = [(V,)* + (V,)”]? and B =V, - V,. The width parameter is related to the the

imaginary frequency, w,, via the relations

2 _a2
w- t|f At (3b)
o2me\ p 8A 2A?
where f and p are the vibration's force constant and reduced mass.

Initial tunneling calculations were performed using the HF/6-31G(d) imaginary

frequency and barriers determined from G2 energies of the reactants and products and at
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the maximum in the MP2/6-31G(d) IRC. As discussed below, this procedure yielded
unrealistic values of I', leading to an alternative method for determination of the tunneling
factor.

1. RESULTS AND DISCUSSION

A. Transition State Geometries. Selected transition state geometric parameters
for the four reactions are presented in Table 1. Also shown in the table are the inertia
products and scaled frequencies, required for evaluation of the transition state partition
functions.

One observes from the table that the MP2/6-31G(d) values of R(C--H) and R(H:-O)
are shorter and longer, respectively, than the HF/6-31G(d) bond lengths (in parentheses) for
all reactions. There have been a number of earlier studies of the transition state geometries
and kinetics of the CH, + OH reaction, utilizing a variety of basis sets.'®'"18192 |n g|| cases,
earlier transition states are reported for the correlated energy geometries. One observes
also that, as reported earlier for the CH, reaction, the C--H--O angle’s deviation from
linearity in all four transition states is somewhat greater when electron correlation is
included in the optimization. The earlier reported changes in the H,C--H--OH transition state
geometry, from staggered to eclipsed with the inclusion of electron correlation, is also found
here. However, this trend does not extend to other members of the series since, as seen in
the table, one finds eclipsed conformations at both the HF and MP2 levels for both the
H,FC--H--OH and F,C--H--OH transition states.

B. Rate Constants. Displayed in the third column of Table 2 are the forward and
reverse classical energy barriers (excluding vibrational ZPE, which is included in the
vibrational partition functions) for the four reactions calculated from G2 energies of the
reactants and products and at the MP2/6-31G(d) transition states. The table also contains

the HF/6-31G(d) imaginary frequencies at the transition state (required for the tunneling
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calculations). These parameters together with transition state and reactant inertia products
and frequencies were used to calculate the rate constants via eq. (2). Displayed in Fig. (1a)
is an Arrhenius plot of the temperature dependence of k;¢; for the reaction, CH, + OH
[dashed line], for which there is the most accurate experimental data [symbols] over the
broadest range of temperature. One sees that the calculated rate constants are
considerably greater than measured values at low to moderate temperatures (as much as
an order of magnitude or more at room temperature and below). It is not uncommon to
observe significant deviations of TST rate constants from experiment, which are often
attributed to the exponential dependence of k;s; on the calculated energy barrier. For
example, an error of only 5 kd/mol in AE? would yield a value of kg/k(exp) = 7.5 at room
temperature (not considering changes in I with barrier height).

A common remedy for this problem is to arbitrarily adjust the barrier height to effect
equality of the calculated and experimental k’s at a reference temperature (often taken to be
298 K). The barrier height was adjusted iteratively [the required recalculation of I" prohibits
direct determination of 5(AE?) ] and it was found that kg;=k(exp) at 298 K when the ab initio
barrier is increased by 7 kd/mol (to 39.2 kJ/mol). The calculated rate constants using the
higher value of AE} are plotted in Fig. (1A) [solid curve]. One observes clearly from this plot
that the calculated rate constants exhibit markedly greater curvature over the complete
temperature range than do the experimental k’s. Therefore, it may be concluded that errors
in kyst cannot be attributed primarily to incorrect ab initio barrier heights.

Although not shown, calculated rate constants for reactions of the three
fluoromethanes show the same trends; i.e. values of k;¢; are significantly greater than
experiment when the ab initio barriers are used and exhibit too much curvature when the
barrier is raised to produce agreement between k;sr and k(exp) at 298 K.

C. A Revised Procedure. In order to investigate further the source(s) of error in
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the calculated rate constants, we decided to explore the reaction path energies at a higher
level of theory. As reported by one of the authors,' when the IRC for a reaction is
determined at various levels of theory, the shape of the PES, including its breadth, peak
position and barrier height are sensitive to the chosen basis set. However, the reaction
path geometries are comparatively independent of basis. Accordingly, one may efficiently
calculate a reasonably accurate high level IRC utilizing geometries determined with a
smaller basis. Therefore, in order to obtain better characterizations of the PES, we have
calculated G2 energies (excluding ZPE) at various points along the MP2/6-31G(d) IRC for
all four reactions. The results for CH, + OH are displayed in Fig. (2).

The diamonds in this figure are the MP2/6-31G(d) energies. The dashed line
represents the curve one obtains when the HF/6-31G(d) imaginary frequency and the G2
energy at the MP2/6-31G(d) maximum are used to characterize the shape and position of
the energy barrier, and the circles are G2 energies (without ZPE) determined at points
along the MP2 IRC. The solid curve represents the fit of an Eckart function [egs. (3)] to the
G2 energies subject to the constraint that V, - V, = AE,, (i.e. the forward and reverse
barriers must be consistent with the calculated overall energy change for the reaction).

One sees several significant differences in the shape of the new G2 PES compared
to that of the lower ievel curve. In addition to a shift in the barrier maximum (which has no
impact on calculated rate constants), the new barrier height is somewhat greater and the
breadth of G2 IRC is substantially greater than the curve generated using w,(HF). These
differences are quantified for all four reactions in Table 2. AE{[Eck.] and wjEck.] are the
barrier height and imaginary frequency determined by the Eckart function fit to the G2
energies. One finds that, in every case, the fitted barrier height is somewhat greater than
the value determined at the MP2/6-31(d) transition state. Even more significantly, the fitted

imaginary frequencies, w,[Eck.}, are much lower than values of w,{HF/6-31G(d)], by
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approximately a factor of 2.5 for all four reactions, indicating the much greater breadth of
the higher level G2 IRC. As shown below, this large change in w, has a major impact on the
calculated tunneling factors, which are quite sensitive to the PES curvature.

The values of V,, V, and A (and, hence, w,) obtained from a fit of the G2 energies
along the reaction path characterize the classical PES without vibrational zero point energy.
However, it is important to include the ZPE when calculating the tunneling factor, .2
Therefore, V, and V, (and thus A and B in Eq. (3) ) were adjusted by adding in the ZPE's
calculated for the reactants, products and transition states, and then ' was evaluated as
described elsewhere.'* Since the zero point energy of the transition state for the reactions
studied here is lower than for either the products or reactants, this adjustment lowers the
barriers somewhat, which corresponds to a lower curvature and, hence, a somewhat
diminished imaginary frequency, which is shown in the last column of Table 2 [w,(Adj.].

As shown in Table 3, the effect of using the revised parameters from the higher level
G2 IRC on the calculated tunneling factors is quite striking. Whereas, the Hartree Fock
imaginary frequencies and barriers heights calculated at the MP2 IRC maximum yielded a
change in I [in square brackets] of at least three orders of magnitude over the range from
200 K to 2000 K, the variation in the tunneling efficiency is a much more modest factor of
10-20 when using the fitted values of the imaginary frequency and barrier heights. From
these results, it is apparent that the excess curvature in the Arrhenius plot of the calculated
rate constants (vide supra) results from calculated tunneling efficiencies that are far too high
at the lower temperatures.

We have recalculated rate constants for the four proton abstraction reactions using
the new fitted PES parameters from Table 2. The results for the CH, + OH reaction are
shown in Fig. (1B) [dashed line]. One observes that now k+g is significantly lower than

k(exp) at most temperatures. Once again, though, assuming that the deviations are due
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predominantly in errors in the calculated barrier heights, the value of AE} was adjusted to
require that kys; = k(exp) at 298 K; the adjusted values of the barrier for the four reactions
are given in Table 2 (AEXRT Fit]). Unlike the earlier results using w,(HF), this time the
adjusted rate constants are in close to perfect agreement with experiment at all
temperatures. Although not shown, excellent agreement between calculated and
experimental rate constants is also observed for reactions of the three fluoromethanes with
OH.

One finds from Table 2 that errors in the ab initio barriers are systematic since the
barrier heights required to obtain agreement with experiment at room temperature, AE[RT
Fit] are lower than AE[Eck.] for all reactions in the series; the average decrease in barrier
height is 4.7 + 1.6 kJ/mol. This trend is not surprising and is in good agreement with the
recent results of one of the authors, who studied energy barriers of a series of ten reactions
using a variety of ab initio methods. In that investigation, it was found that the calculated
G2 barrier height (as well as barriers determined with a number of other bases) was
substantially greater than (a) the exact energy barrier for the H + H, reaction,? and (b)
calculated barriers for all 10 reactions using the more accurate CBS-QCI/APNO method®
(calibrated to produce agreement with the exact barrier for the H + H, reaction). Indeed, the
recommended G2 energy barrier correction of -5.2 kJ/mol is rather close to the average
required adjustment of -4.7 kJ/mol found for the four reactions studied here.

A commonly utilized procedure in the calculation of transition state energies is to
compute a high level energy barrier at the maximum in a lower level IRC. As found here
(Table 2) the actual G2 barrier heights (AE}[Eck.] are higher than barriers obtained at the
MP2 IRC maximum (AE}G2/MP2(max)]) since the maxima of the two PESs do not coincide
[Fig. (2)]. Yet as found here and elsewhere,’® most methods, including G2, tend to

overestimate the true energy barriers. Hence, the above simple procedure benefits from a
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fortuitous partial cancellation of error.

Itis straightforward to show that incorrect values of the reaction path’s imaginary
frequency form the greatest source of error calculation of the tunneling factor for proton
abstraction reactions since the barrier's curvature, 3°V/ox?, is proportional to w2. In
principle, a less computationally intensive procedure than fitting high level energies along
the IRC to obtain an accurate measure of PES curvature would be to perform the frequency
analysis with a larger basis set and higher level treatment of electron correlation.
Accordingly, we have reoptimized the CH, + OH transition state at the QCISD/6-311G(d,p)
level, and obtained a value of w, = 1885 cm™. While clearly an improvement over the HF/6-
31G(d) result, the higher level frequency is still more than 60% greater than the value
obtained from the Eckart fit. This frequency yields a room temperature tunneling factor of
approximately I' ~ 20, which is still almost an order of magnitude greater than the value
obtained using the fitted frequency (Table 3). Similarly high values of wi(QCISD) and I
were obtained for reactions of the fluoromethanes. Hence, we must conclude that fitting the
high level PES is the only currently feasible procedure for calculating accurate tunneling
factors.

SUMMARY AND CONCLUSIONS

Transition states for the proton abstraction reactions by the OH radical from CH, and
the three fluoromethanes were located at the HF/6-31G(d) and MP2/6-31G(d) levels and
the MP2/6-31G(d) Intrinsic Reaction Coordinate was obtained. Rate constants were initially
calculated using the Hartree Fock frequencies and MP2 moments of inertia and G2 energy
barriers calculated via the standard Transition State Theory equation with the tunneling
factor calculated using a one dimensional Eckart potential. C_alculated rate constants were
too high by approximately one order of magnitude at room temperature. Adjustment of the

energy barrier to effect agreement between experimental and calculated rate constants at
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298 K yielded Arrhenius plots that exhibited significantly greater curvature than measured
rate constants.

Acquisition of high level (G2) energies at various points along the IRC revealed that
the breadth of the barrier is markedly higher than that which is predicted by the HF/6-31G(d)
imaginary frequency. The G2 PES was fit by an Eckart function to obtain new values for the
barrier maximum and for w;. When these values were used to calculate the rate constants,
it was found that ksr < k(exp), but that lowering the barrier height (by an average of 4.7
kd/mol for the four reactions) to yields calculated rate constants which are in excellent

agreement with experiment at ali temperatures.
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Table 1. Selected Transition State Geometric Parameters and Vibrational Frequencies.*®

Param. H,C..H..OH H,FC..H..OH HF,C..H..OH F,C..H..OH
R(C..H) 1.226 1.224 1.222 1.243
(1.313) (1.311) (1.312) (1.334)
R(H..0) 1.269 1.274 1.271 1.229
(1.200) (1.196) (1.186) (1.155)
®(CHO) 168.5 158.6 160.6 163.1
(175.9) (171.0) (174.9) (171.1)
®(HO..CX)° 0.0 0.0 15.5 0.0
(60.4) (0.0) (78.9) (0.0)
10%%(Ialglc) "¢ 0.530 8.717 15.58 21.61
Frequencies® 43(IR), 343 108, 140(IR) 40(IR), 118 79(IR), 101
347, 495, 867 323, 512, 768 158, 452, 543 106, 346, 493
1097, 1184, 1392 1097, 1097, 1194 797, 1028, 1129 493, 715, 778

1411, 1445, 2899
3014, 3017, 3608

1203, 1450, 1502
2936, 3029, 3604

1168, 1198, 1362
1502, 2991, 3602

998, 1119, 1267
1283, 1497, 3601

a) Bond lengths in Angstroms, angles in degrees and frequencies in wavenumbers.
b) The top number in each entry is the MP2/6-31G(d) parameter.

The second number (in parentheses) is the HF/6-31G(d) parameter.

c) X=F except for H,C..H..OH.

d) from the MP2/6-31G(d) geometries, in kg-m*
e) HF/6-31G(d) frequencies, scaled by 0.8929.
The frequency of the intemal rotation (torsion) is denoted by (IR).
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Table 3. Calculated Tunneling Factors (I).

T (K) CH, + OH CH,F + OH CH,F, + OH CHF, + OH
200 15 7.1 16.8 34
[8550] [2010] [9340] [181,000]
250 5.2 35 6.0 8.6
[2840] [230] [650] [4830]
208 3.1 2.4 35 4.4
[360] [61] [130] [540)
400 1.9 1.7 2.0 2.2
[32] [13] [19] [40]
700 1.2 1.2 1.3 1.3
[3.3] [2.6] [2.9] [3.6]
2000 1.03 1.03 1.04 1.04
[1.2] [1.2] [1.2] [1.2]

a) The first number is the value of I obtained with HF/6-31G(d) imaginary frequencies.

The second number (in brackets) is the value obtained with Eckart fitted frequencies.
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Fig. 1 Temperature dependence of the rate constant for the CH, + OH reaction.
(A) HF/6-31G(d) imaginary frequency used for tunneling calculation; (B) Eckart fit
imaginary frequency used for tunneling calculation.

Symbols - Experimental rate constants; Dashed Line - calculated rate constant using
Eckart energy barrier; Solid Line - calculated rate constant using barrier adjusted to
fit experimental rate constant at 298 K.
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Computation of Nonlinear Viscous Panel Flutter Using a
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R. Panneer Selvam
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Abstract

The implicit time-accurate approach developed by Morton, Melville and Visbal (1997) for aeroe-
lastic application is used here to study the flutter of a panel in the transonic regime. The phenomenon
is modeled by coupling either Euler or Navier-Stokes equations for the fluid with the nonlinear plate
deformation equations. The flow equations are solved at each time step by the Beam-Warming,
alternate-direction, implicit scheme. The plate equation is solved by the Newmark-3 method in time
and a finite difference method in space. Lagging errors between the fluid and the structure are elim-
inated with Newton-like subiterations allowing the coupled system to achieve second-order temporal
accuracy. The model is applied to compute the flutter stability boundary for simply supported and
fixed panels. The stability boundary is computed for both Euler and viscous flow. The time response
of the panel in stable and unstable regimes for various Mach numbers are presented. The effect of
boundary layer in the production and suppression of the flutter is also investigated. The computed
results are compared with available numerical results.
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Computation of Nonlinear Viscous Panel Flutter Using a
Fully-Implicit Aeroelastic Solver

R. Panneer Selvam

1 Nomenclature

plate stiffness, E,h3/12(1 — v?)
total specific energy

G, F, G = flux vectors
= thickness of the panel
HgeL = GCL source vector term

D
E
E, = modulus of elasticity
F,
h

J = Jacobian of coordinate transformation

l = length of the panel

A = nondimensional dynamic pressure
Poott2 13/ D

panel mass per unit area

free stream Mach number

= Poisson’s ratio

non dimensional static pressure
Prandtl number, 0.73 for air

4z, qy = components of heat flux vector

o
)
[

reference Reynolds number, pootico D/ 1o

S = structural variables

t = non dimensional time, uxt/!

t = transformed time

tl = non dimensional coefficient for the
nonlinear term in the plate equa-
tion

T = nondimensional static temperature

u, v = nondimensional Cartesian velocity

R components in z,y directions

Uu vector of dependent variables

i = reduced velocity

z,y = nondimensional coordinates in
streamwise and normal directions

¢, Vi, = grid velocities
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¥ = specific heat ratio, 1.4 for air

dij = Kronecker delta function

¢, 6y = central difference operators

At, At, = time step sizes

AU = Urtt-_yr

I = molecular viscosity

Do = mass ratio

&1 = computational coordinates

&, &2, &y, = metric coefficients of the coordinate
Mty Nz My transformation

p = nondimensional fluid density

Tzzs Tzys = components of viscous stress tensor
Tyz) Tyy

Subscripts

b = evaluated at the surface

v = viscous

00 = dimensional freestream value
Superscript

n = time level

P = subiteration level

2 Introduction

An important goal of computational aeroelasticity is to impact the design process with simulations of
full aircraft configurations. One challenging aspect of this goal is computing time-accurate aeroelastic
solutions in the nonlinear flow regimes associated with transonic conditions, high angle of attack, or
maneuvering flight. Although the well established aeroelastic solvers represent great progress in fluid-
structure interaction research, improvements in efficiency and accuracy must be pursued to allow full
aircraft time-accurate nonlinear aeroelastic simulations to influence the design cycle.

Historically, researchers interested in dynamic aeroelastic computations have taken well-validated, im-
plicit Navier-Stokes algorithms developed to solve complex flows over three-dimensional, rigid bodies, and
extended them to include aeroelastic effects. The most common method of extending these algorithms
is to simply lag the effects of moving/deforming structures by one time step [13, 8, 9], allowing current
algorithms to be used in updating the aerodynamic variables. After the aerodynamic loads are deter-
mined, a structural module is called to update the position and shape of the body. A disadvantage of this
strategy is the fact that regardless of the temporal accuracy of the aerodynamic and structural algorithms
independently, the coupling introduces an O(At) error, necessitating small time steps. Overcoming this
error requires the coupled scheme to be fully implicit.

One attractive method of converting an alternating direction implicit (ADI) scheme to a fully implicit
algorithm is by implementing Newton-like subiterations [12, 10]. Subiterations can eliminate errors from
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linearization, factorization, lagged boundary condition, and lagged turbulence models. This strategy is
attractive since only minor modifications are made to the baseline solver. The added computational
cost of subiterations is typically an additional solution vector storage, and each subiterate is equivalent
in workload to a time step of the baseline algorithm. This approach was demonstrated for instance in
reference [12] for time-accurate pitching airfoil computations utilizing the k — € turbulence equations.
Stability enhancement was found to be an added benefit of subiteration documented in reference [12, 10].
The current research uses this subiteration methodology to reduce the structural coupling errors and
allow higher order accurate time-integration schemes to be used with relatively minor changes to the
baseline aerodynamic solver.

The purpose of the present work is to improve the efficiency of existing coupled Navier-Stokes/structural
dynamics algorithms and also to address accuracy issues of dynamic computations on deforming meshes.
There are five main issues addressed in the current research: temporal accuracy, spatial accuracy, deform-
ing mesh induced errors, structural coupling, and the effect of considering viscous as opposed to inviscid
flow during flutter. To reduce the computational resource requirements and limit the flowfield physics
to phenomena relatively well understood, a two-dimensional aeroelastic panel shown in Figure 1 is used
to analyze the aforementioned issues. The nonlinear effect of the plate in-plane forces due to stretching
is also considered in the analysis. Here the flow as well as the structure have nonlinear behavior, yet
the geometrical configuration is kept simple. Only a few studies consider the nonlinear effect of the flow
in panel flutter {5, 4]. Davis and Bendiksen used an Euler solver and a finite element procedure for the
plate equation. To the authors’ knowledge, none have considered so far the effect of the viscous flow on
the panel flutter. This work will investigate viscous flow effects on panel fiutter in detail.

A first or second order temporally accurate Beam-Warming algorithm with Newton subiterations is
used to compute the flowfield. The issues of temporal accuracy and coupling are addressed by time step
and maximum subiterate number studies. The error in grid refinement is studied using three different
grids. The overall solution accuracy for the inviscid case is verified through comparison with the work
of Davis and Bendiksen [5, 4]. The viscous flow is used to compute the boundary layer depth required
for flutter at various Mach numbers for simply supported and fixed end panels. The difference in the
computed viscous and inviscid flutter stability boundary is analyzed.

3 Method of Solution

In this section, the aerodynamic governing equations and boundary conditions, as well as the structural
governing equations are presented.

3.1 Aerodynamic Governing Equations

The aerodynamic governing equations are the unsteady compressible two-dimensional Navier-Stokes equa-
tions written in nondimensional strong-conservation law form employing a general time dependent trans-
formation of the form

£ = &=yt (1)
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n(z,v,t%),

= t%

3
I

The resulting system of governing equations is expressed as

U 8,0 1a,,0 4 14
5t EE(F ~ el + %(G ~ ga0) = Hocl. @

The source vector term, Hgcp, is a term to enforce the geometric conservation law for moving meshes.
This term is defined [14]

aJ! & T
H, = 5t Yy i
Got U[ o +(J)€+(J),, ®)
A discussion and derivation of this term is provided in the following section.
Vector quantities appearing in (2) are defined as
7=y (4)
—J
~ 1
F=3(&U +&F +4G) (5)
~ 1
G = S(mU +n.F +7,G) ©®
=~ 1
F, = 7(52Fu + fva) (7)
= 1
G, = j(”:Fu + nyGu)- (8)
With this formulation, the vector of dependent variables U is given as
p
v=| " 9)
pv
pE
and the flux vectors as
pu pv
2
+
F=| ™ 7P | g=| P/ (10)
puv pv’ +p
(pE + p)u (pE + p)v
0
Tzz
F, =
iy (1)
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G, = ve (12)

UTy: +VTyy — Qy

where T
E=———+ +(u?+v%)/2 13
o e+ (13)
All variables have been normalized by representative freestream values except for p which has been

nondimensionalized by peou2,. Components of the stress tensor and heat flux vector may be expressed

_ By Oy 2, Ou
Taiz; =K (8:::,+6i 36”8:5&) 14

or
o=~ [=mmz) () & s)

where u;,u2 = u,v and z;,z2 = z,y. Sutherland’s law for the molecular viscosity coefficient p and the
perfect gas relationship

as

P=MZ (16)

are also employed, and Stokes’ hypothesis for the bulk viscosity coefficient is assumed.

3.2 Geometric Conservation Law

This section describes the relationship between the governing equations and the geometric conservation
law. The nondimensional Cartesian governing equations can be expressed

au 0o 1 0 1
55 + EE(F - 'ﬁ;Fv) + "a';(G - RZGU) =0. (17)

Using the chain-rule differentiation expressions

a() 80 o0) 8 )
FToalr Ty +&— B¢ tma (18)
a() a() 6( )
'a—' E 6 + 77: ) (19)
a( ) =g 90) 3( )
and premultiplying by the inverse of the transformation Jacobxan, J, equation (17) becomes
ol 8 ~ 14
-5-{ + 'a“é(F"ﬁ_eFv)'*' (G— u)—

0| % +(‘;)E+(ﬂ;>n]+
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All three terms on the right hand side of (21) vanish analytically. The difficulty arises when discrete
representations of the temporal and spatial derivatives are used. The discrete form of the last two terms
are zero when central differences are used for all metric calculations in 2-D. Unfortunately this is not
true for the first term due to the mixed temporal and spatial derivatives. The first term is referred to in
the literature as the geometric conservation law [14]. The most straightforward approach of accounting
for this term is to simply include it in the discrete governing equations, more accurately representing the
non-transformed governing equations.

3.3 Aerodynamic Boundary Conditions

Numerical boundary conditions for the plate provide the connection between the aerodynamic and struc-
tural equations. On the plate surface, for viscous flow computations the no slip condition is implemented.
This requires that

u==1=y V= (22)

where z; and 7, denote the velocity of the moving boundary, with £, =g, = 0 in the static case. For the
current problem z, = 0. The remaining two conditions are the adiabatic wall condition and the normal
momentum equation:

o _, 9o ( p
on " 8n

m) (nz2s + nyis) - (23)

Along the inflow boundary, all dependent variables are assigned their respective freestream values for
supersonic flow whereas for subsonic flow characteristics boundary conditions are applied [15]. On the
top boundary, either extrapolation or characteristic conditions are specified for supersonic or subsonic
flows respectively. On the outflow boundary, first-order accurate extrapolation of the dependent variables

is employed in all cases, corresponding to the condition

oU _

5 =0 (24)

For inviscid flows, the boundary conditions along the plate are modified by setting the fluid velocity
component normal to the surface equal to the corresponding value for the moving plate. Finally, a slip
condition is implemented by using second-order extrapolation for the tangential velocity component.

3.4 Structural Dynamic Governing Equations

The governing equation for the plate lateral deflection,w, can be written as:

w w 8w
D@ —(Nz+N,o)ﬁ-+mW =P — P (25)
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Here, N, is the initial in-plane loading due to external forces, and N; is the in-plane force induced by
deflection of the panel. N; is given by

= Deh / & (26)

D is the plate stiffness and m is the mass of the plate per unit area. The above two equations are the
two dimensional equivalent of the von Karman plate equations. The equations are nondimensionalized
by the aerodynamic scales and the nondimensional equation is

LA LA @

N, =t1 / (—)2d:c (28)

where t1 = 2—‘,‘%;; and u, = %:. For simply supported case the following boundary conditions are used
at both ends:

’w
w=0, o 0 (29)
For fixed end case the following boundary conditions are used:
ow
w =0, = 0 (30)

4 Numerical Procedure

This section describes the numerical procedure for time integration of the aerodynamic equations, as well
as the structural dynamic equations. Also, the grid deformation strategy is presented.

4.1 Time Integration Scheme

Solutions to equation (2) are obtained numerically using the implicit approximately-factored finite-
difference algorithm of Beam and Warming [3], employing a Newton-like subiteration procedure [12].
The numerical algorithm is obtained from (2) by utilizing either a two- or three-point backward time
differencing and linearizing about the solution at subiteration level p. The choice of first or second-order
temporal accuracy is retained in the following iterative approach by specifying either ¢ = 0 or ¢ = 1/2,
respectively. The approximate factored numerical algorithm is written in delta form as

. 8F? 1 9F?
-1 * e e —Y
[J +¢'Atse (6U Re 8U )] X

: P
[J-l + ¢'At,é, (@ - —1—66")] AU

OU Re U
T 1 (1+9)UP = (1 +24)U" + U
= ¢*At, [J At
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—ur ((%‘-)E + (%)n) + 5 (F” - R—IC;F5>
+J-1, (GP - 7;e-;cg)] . (31)

where
1

1+9
and for p = 1, UP = U". Here U? is the subiteration approximation to U ntl 5o that as p = o0,
UP — U™ Tt should be noted that with this subiteration approach the right-hand side of (31) represents
the numerical approximation to the governing equation, while the left-hand side vanishes as p — co. The

= AU =UrPH —p?P (32)

left-hand side then, may be modified without loss of formal accuracy provided a sufficient number of
subiterates is employed. In particular, a time step on the left-hand side of the equation At,, may be
chosen independently from the physical time step At on the right-hand side, thereby enhancing stability.
Also the right hand side of (31) can be modified to include a higher order upwind algorithm, lagged
boundary conditions or lagged k — € turbulence modeling without destroying the implicit nature of the
algorithm. Left hand side efficiency improvements can also be implemented. The numerical procedure
has been modified to include diagonalization, following the approach of reference [11]. Although the
diagonalized form of the ADI scheme is only first-order time-accurate, when coupled with subiterations,
higher order time accuracy may be recovered. The diagonal scheme provides a 32% reduction in CPU
time in two spatial dimensions relative to the block tridiagonal scheme. In three spatial dimensions the
savings would be on the order of 50%. The numerical scheme (31) reverts to the standard first-order
Beam-Warming procedure for ¢ = 0, At, = At, and p=1.

In equation (31) all spatial derivatives are approximated by second-order accurate central differences,
and common forms of both implicit and explicit nonlinear dissipation [7] are employed in order to preserve
numerical stability. The temporal metric derivatives are discretized in a manner consistent with the
temporal derivative of the conserved variables in equation (31).

The structural equation (27) is discretized using finite difference procedure in space and the Newmark-
B method in time. The five and three point finite difference stensils [1] are used to approximate the fourth
and second order space derivatives. The implementation of the Newmark-3 method is discussed in detail
in [2). This is second order accurate in time and unconditionally stable. The following simultaneous
equations are formed after discreizing equation (27) with proper boundary conditions:

Awn+1 - Bﬂ+1 (33)

The equation is solved by the preconditioned conjugate gradient iterative procedure at this time. At
each time step and for each iteration the structural nonlinearity term N; is computed and the matrix
A is updated. Then solved until the difference between each iteration for N, divided by N, is less than
0.001 or maximum of 20 iterations. From experience it is found that about 10 iteration is enough for
convergence. For a safer convergence an under-relaxation factor of 0.7 is used. In addition to improve
the accuracy of the fluid-structure interaction solution, minimum three subiterations are done. This
modifies the vector B. Thus a fully implicit coupling between the aerodynamic and the structural model
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is accomplished.
5 Results

For the present computations, an aluminum plate with h/l = .00271, E, = 107psi, and p, = .1Ib/in®
is employed. The fluid properties at a height of 20,000 feet from sea level are uq,=1037Mc ft/sec. and
Poo = 0467511b/ ft°. These values yields p1, = .1 and t1 = 125/M2..

The effects of both spatial and temporal resolution on panel flutter are considered first. Three different
grids are employed in order to assess spatial resolution effects. These meshes have 25, 50 and 100 equal
intervals on the plate respectively. In all cases, the grid is stretched away from the plate in both the
horizontal and vertical directions, and the computational domain farfield boundaries are located 25 plate
lengths away from the panel. This is done in order to mitigate the effects of spurious reflections from
the boundaries. The mesh distribution in the vertical direction is the same for all grids, with a minimum
spacing next to the plate of 0.001! and a stretching factor of approximately 1.2. The panel flutter case
corresponding to My = 1.2, A = 374 and p, = 0.1 was computed using all three grids. The three
computed solutions were found to be in close agreement in terms of frequency and amplitude of the
panel midpoint displacement. The variation in flutter frequency between the coarse and medium grids
was 0.66%, whereas the corresponding difference between the medium and fine grids was 0.27%. The
non-dimensional frequency on the fine mesh St = 0.117 is also in agreement with the value of St =0.12
predicted by Davis and Bendiksen [5].

The effects of temporal resolution were also considered for the Mo, = 1.2 case. Calculations were per-
formed on the medium mesh using the second-order accurate time marching scheme with 3 subiterations
and with time step values ranging from At = 0.005 to At = 0.12. Figure 2 shows the effect of time step
on the computed non-dimensional frequency demonstrating convergence with decreasing At. It should
be noted that Figure 2 displays an enlarged scale, and the change in frequency between the smallest and
largest time step shown is less than 1%. A phase plot of the midpoint deflection and velocity is shown in
Figure 3 for various At. In all cases a periodic solution is obtained, with all phase trajectories in excellent
agreement. In the final paper, a comparison of the first and second order accurate time-marching schemes
will be provided.

The panel stability boundary for Mach number 1.2 and p, = .1 is computed to compare with the
Bendiksen [4, 5] Euler solution and Dowell’s [6] potential solution. For this case similar to the medium
grid and a At = 0.05 is employed. The difference between the medium grid to this is, the fluid is extended
in the y-direction for about 101 and in the x-direction about 51 on both sideds of the plate. The grid size
is 103x101 mesh. This grid is used to save computer time. The computed critical A = 19.2 is in good
agreement with the available results as shown in Figure 4. The critical A is computed by computing the
time response in stable and unstable region and plotting the amplification factor as shown in Figure 5.
The amplification factor of the response is defined here as the ratio of the magnitude of a peak with
respect to the preceding peak. Similarly Mo = 0.9,1.,1.1andl.3 are considered for computation. For
M., = 0.9 either stable or divergence condition occured. For M = 1. only divergence occured for any
range of A from .5 to 250. Where as Davis and Bendiksen [5] could simulate flutter for A = 260. For Mo
greater than one the computed stability boundary is in good agreement with Bendiksen and Dowell as
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shown in Figure 4.

For M, = 1.2 the corresponding critical A for viscous flow is 50. To compute this stability boundary
a boundary layer depth of .0211 is used at the center of the plate. Using the same boundary layer depth
the stability boundary for M, ranging from 1.1 to 1.3 are computed and plotted in Figure 4. It is
expected that depending upon the bounday layer depth different stability curve can be computed. For
this boundary layer depth divergence occured for M, less than 1.1. For viscous flow, flutter occurs only
if the boundary layer thickness is less than a critical value, beyond which only static divergence occurs.
The time response of the midchord and quarter-chord point displacements are plotted both for stable
and flutter region in Figures 6-9. It can be seen that the critical dynamic pressure is higher for viscous
flow compared to the inviscid case.

6 Conclusions and Future Work

The flutter phenomena for a two-dimensional nonlinear panel is simulated using a fully-implicit aeroelastic
solver. The panel is considered to be simply supported at this time. The time and space accuracy are
studied in detail and documentd. The computed stability boundary for Euler flow is in agreement with
Bendiksen’s finite element Euler solution and Dowell’s potential flow solution. The stability boundary
for viscous flow and for a boundary layer depth of .0211 is also reported.

Further work is needed to study the flutter condition for fixed panel, interaction of moving vortex
on the panel, and flutter condition for plate in three-dimensional flow. The effects of the Geometric
Conservation Law and of structural lagging needs to be investigated. The critical boundary layer thickness
beyond which no flutter occurs needs to be computed for various Mach numbers. In this work, the number
of points used for fluid and structure are the same. If less number of points are used on the structure,
the effect of different interpolation technique on the accuracy is also needs to be investigated.
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SMOOTHED SLIDING MODE CONTROL APPROACH FOR ADDRESSING ACTUATOR DEFLECTION AND
DEFLECTION RATE SATURATION IN TAILESS AIRCRAFT CONTROL AND RECONFIGURABLE FLIGHT
CONTROL

Yuri B. Shtessel
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Abstract

The following flight sliding mode control problems are considered: tailess aircraft control, reconfigurable control of
a traditional aircraft addressing actuator deflections and deflection rates saturation without damage identification,
and control allocation and reconfiguration for damaged tailess aircraft. Solving tailess aircraft control problem
smoothed sliding mode virtual controllers are designed. A detailed investigation of properties of a smoothed sliding
mode controller is accomplished. The sliding mode controller design is tailored to control allocation algorithm
developed in the Wright Laboratory. The reconfigurable on-line sliding mode control strategy is developed for
aircraft with “square * configuration to address actuator deflections and deflection rates saturation without damage
identification . This strategy guarantees a high accuracy tracking performance of pilot’s angular rates commands with
given flying qualities before and after damage to an aircraft. The developed reconfigurable control strategy implies a
smoothed sliding mode controller with a boundary layer reconfiguration. On-line explicit system (damage)
identification is not required. Computer simulation sdemonstarted efficiency of the designed reconfigurable

smoothed sliding mode controller.
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SMOOTHED SLIDING MODE CONTROL APPROACH FOR ADDRESSING ACTUATOR DEFLECTION AND
DEFLECTION RATE SATURATION IN TAILESS AIRCRAFT CONTROL AND RECONFIGURABLE FLIGHT
CONTROL

Yuri B. Shtessel

Introduction

The following flight control problems are considered

1. Tailess aircraft control. A tailess aircraft is characterized by a significant control redundancy: number of
control effectors is larger than number of control variables. Solving flight control problem redundant control
effectors must be allocated to maintain performance of a jet fighter preventing actuator deflections and deflection
rates saturation. Employing the control allocation algorithm developing by Dr. Jim Buffington’, we plan to design
the virtual controllers using the Sliding Mode Control technique. The expected advantage from the virtual sliding
mode controller design is in its inherent robustness. In addition using the new insight into the virtual controller
design we expect to improve the existing prioritization algorithm'.

2. Reconfigurable control of a traditional aircraft addressing actuator deflections and deflection rates saturation
without damage identification. Control reconfiguration responding to aircraft damage in order to recover the loss of
aircraft tracking performance is one of the contemporary control tools which needs development. The “bottle-neck”
of a control reconfiguration is on-line damage (system) identification. Limitations to an actuator’s deflection and
deflection rate usually lead to loss of stability and must be taken into account during reconfigurable controller
design. The flight control reconfiguration problem was intensively investigated at Wright-Patterson Air Force Base
by Drs. Banda, Chandler, Pachter, Mears, and Bufﬂngtonz'5 .

Well-known insensitivity and robustness of Variable Structure (Sliding Mode) Controllers (VSC) to plant

disturbances and uncertainties''">

makes VSC attractive for application to tailess aircraft control and flight control
reconfiguration. The system’s motion on the sliding surface is called a sliding mode. The chattering phenomenon',
associating with a VSC and consisting in high frequency control oscillations, can lead to unwanted mechanical
distortions in plant actuators (control surfaces). However, the chattering issue can be easily addressed in flight
control systems by including the actuator description (low-pass filter) in the system’s equations and utilizing
smoothed (saturation) realization of the discontinuous control functions'*"é. VSC has been applied already to output

d'”'® and nonlinear'*'¢ flight control systems and demonstrated high accuracy robust de-coupled

tracking in linearize
tracking performance of angular rates and trajectory angles in a broad flight domain'>'®. Control reconfiguration in

sliding modes without on-line damage identification was addressed in the work'® as well.

I._Tailess aircraft control
Problem formulation

Mathematical model of an aircraft dynamics, linearized along some trajectory, is taken in the following format':




HE I MEH A

where matrices A,,, A,,, A,,, A,,,B,,B, and the vectors b,, b, are the functions of time, (t)E'ER3 is a control
rsANEr4Y yzr Dy P Dy 2 Yy y

output, z(t) € R" is a state vector, u(t) e R¥, k>3 is acontrol vector, rank(By) =3,
It is shown' that the control dimension may be reduced by introducing a control allocation function p(d,(1):
d,=B,p(d,(1)), d,=B,p(d,(t))=B,u 2

and the system (1a) can be rewritten as follows:

; A, A B,p(d ()| [b
vl Ay Az |yl |4, b,
The problem is: given in a real time a command output profile y_.(¢) design the control function d () to provide

lim|y,(t) - (1) =0 Vi=13 “
t—o0

to the system (1) using a Sliding Mode Control technique.
Assumptions
* Assuming stability of the internal dynamics of the system (1), ie. the equation

2= A,z A,y +B,p(d, (1)) +b, is stable, only the second part of the system (1)
y=A,z+A,y+d (t)+b, 5)
will be taken into consideration during the sliding mode controller design.
*  We assume that the expression A, z+ A,y +b, is only partially known and can be approximately estimated.
Discontinuous Sliding Mode Controller Design
At the first step of the sliding mode controller design such a sliding surface is designed. This is
6=y.()-y1t)=0, ceR’. (6)
It is obvious that while in the surface the output tracking errors are de-coupled and identically equal to zero.
At the second step a control function d ,(1) is identified to move the system to the sliding surface in a finite time
and to retain the system in this surface thereafter. The motion of the system in the o -subspace is described
0=y.(t)~ Ayz—A, y—d (t)-b, )

1]1.12

The following equivalent contro is identified

dyey(D=y.()- Az~ A, y-b, ®
Substituting the expression (8) into the equation (7) the following equation is obtained

o"=dyeq(t)—a'y(t) )
Asymptotic stability of the system (9) must be provided via the control function d y(#) . Introducing a candidate to

the Lyapunov function as
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V=-§-GT0'>O (10)

its derivative is identified as follows:

V=076=0"(d,,(1)-d,®) 11
Assuming d (1) = dyeq(t) +u , where tfyeq(t) estimates dye,(t),and A, (1) =d,, (1) - dyeq(t) we obtain
. 3 3
V=0"(8,0)-u)= X0(A0,(0-1)= 3 (018, () -0, (12)
i=1 =

Assuming

A (t)| < L; < and u; = p,signo; the expression (12) is transformed to the following one:

i Mm

<X (ol - plo) =Skt - )< a3

In order to provide a negative definiteness to the quadratic form (13) the following obvious inequalities must be met
pi>L Vi=13 (14)
lo; (0)|
pi—L;

In order to avoid a control chattering a smoothed implementation of this sliding mode controller is developed.

Vi=13.

It can be easily shown that the sliding surfaces are reached if finite time ¢, =

Smoothed Sliding Mode Controller Design. First scenario: perfect knowledge of an aircraft model

Assumption. Assume the equivalent control d,,,(¢) is perfectly estimated, i.e. A ()=d,, 1) - d t)=0.

yeq yeq yeq

The smoothed sliding mode controller is proposed to design in the following format
dy ()= d (4 psat 2t Vi=13 (15)
i
Substituting the formula (15) into the expression (12) we obtain
3

i=1

. 3 12
%)=—Zki|o-i|<0, pi>0 Vi=13 (o
i=1

i
where
pi» if |°'.'I >
k; = Pilo'il
9

17
ilo|<e “

Remark 1, The origin of the O - subspace is asymptotically stable with no finite reaching time.

Smoothed Sliding Mode Controller Design. Second scenario: Robust Smoothed Sliding Mode Controller

Now, let’s assume the equivalent control d ., (¢) is not perfectly estimated, i.e. A, (t)=d,,,(1)- d yeg(t)# 0 and

A “Ii(t)l SL <o Vi= 1,3. The question is whether the sliding mode controller




N o; L=
dyi(t)=dyeqi(t)+p,.sate—‘ Vi=13 (18)

i

provides the asymptotic stability to the system’s motion in the & - subspace. The following expression is obtained

W

V= 3[ iAo (D= P,O'sats—) 2(L|c| ko)) = 3 (L~ ko] < 0 .

i i=1 i=

where the gains k; Vi= 1,3 are defined by the formulas (17). Inequality (19) implies the following inequalities:

L—k<0Vi=13 (20)
Substituting the formulas (17) in to inequalities (19) the following inequalities are obtained

pi>L;; if o] > & _

ol 5 o T ‘ ey

i

In order to provide asymptotic output tracking lim] yailt) - yi(t)|=0 we assume lim Aeq(t)= | = const , where
1-yoo t—yoo

A, )= d, (t)- d (t), for instance (can be unknown). In this case the sliding surfaces must be redesign.

yeq yeq

Smoothed Sliding Mode Controller Design. Third Scenario: Robust Smoothed Asymptotic Sliding Mode

Controller

ea| S Li = cons if |o,|> &, and A, =1;=cons, |l|< L if |o)|< ¢ Vi=13.

Assumption. It is assumed that

At the first step the sliding surfaces are redesigned as follows:
t —_—

c=e+Cledr=0, e=y(1)-y(1t), C=diag{c;}, Vi=13, 0,eeR’, (22)
0

At the second step the control function d (1) is selected in the “saturation” format (18).However, the equivalent

control term d,,(¢) is augmented comparing with the expression (8), and is formed as follows

yeq
Ay (1) = 3,(1)+ Cy (1) - A 2= (A, +C)y-b, (23)

The evolution of ¢ is described as follows:

G, =A,, - pisat%-, 0, (0)=0;,, Vi=13 24)

It is clear that the conditions p; > L, Vi=13 yield asymptotic convergence of the system’s trajectory to the

. Lg; = .
boundary of the domain |0',.|S‘—£‘Vi=1,3 in the o -subspace, or to the boundary of the domain
i

Lg . = . . L . .
<£—+L Vi=13 in the errors-and-their-derivatives (integrals) subspace. However, the system’s motion
pi

t
e; +c,~_"ed‘r
0

in this domain is defined only in sense of above inequalities. Assuming
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Ao, =li=cons, i|SL Vtz1, Vi=13. (25)
the boundaries of the domain |0',-IS£,~ Vi=13 will be reached at finite moments of time ¢, Vi=13. Now,

assuming ¢ > ¢t,;, evolution of o; is described as follows:

Gl=l‘—p’%, ‘G,(tn)l=£’ Vl=i,—3 (26)
i
.E. — l.e.
1t is obvious that the equations (26) are asymptotically stable and limo; = Lol #0 Vi=13. The values "Te‘ will
19 i i
iz}

be reached by o,(t) witha 2% accuracy due settling times ¢; = pi Vi=13. Then, the sliding modes start in the

close vicinities of the sliding surfaces o; = L] at t=t; Vi= 13 and is described as follows:
i
[ L P
o,(t)=¢;+c;fedt=-L Vi=13 @7
0 P
or
é,—+c,~e,- =0 Vl‘=3 (28)

The solutions to the equations (28) are

e()=e(t;)expl—c;(t—t;)} Vi1, Vi=13 (29)
. . . ~ 4 - . - . .
with settling times #; 2—. A geometric interpretation of the sliding mode control with the “nonsaturating”

C;

H

continuous sliding mode controller is shown in Fig. 1

L. .\\ Reaching phase

Fig. 1 Sliding mode control with continuous “nonsaturating sliding mode controller
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Smoothed Sliding Mode Controller Design. Fourth scenario: linear asymptotic controller

This scenario is based on the consideration of the evolution of the system’s tracking errors €, as one asymptotic
motion from an initial condition to the origin via continuous “nonsaturating” sliding mode controller
dy,()=d,, ()+po; Vi= 13. It is assumed that A, =1;=cons, Il,-l <L Vt20 Vi=13. This evolution is

described by the equations
’ Se—

d',- =l‘-—p,-0',~, G" =e,-+c,-je,-d‘£', Vl=1,3 (30)
0

The equations (30) can be rewritten in the state-variable format as follows:

'51,1' = 52,.' 51,.' = '52,,'
éz,z + Ciél,i =li-pi(&+c) = éZ,i =lL-pici&i—(pi+¢))6y, Vi= 13, (31)
0,=6;+c§; 0, =& +c&;

!
where & = [edt, & =e, &, €R’. The equations (31) are rewritten as the second order differential equations
0

&+ (pi+ )by +piciky; =0, Vi=13 (32)
The equations (32) are asymptotically stable Vp, >0, ¢; >0 Vi= 1,3, and their solutions are
& = €;(t) = a; exp(=p;t) + b, exp(—c;t) (33)

A geometrical interpretation is given in fig. 2.

S

)

o |\ #expceo
X
2

b exp(-ct)

Fig. 2 Linear asymptotic controller

Conclusions
1. Smoothed sliding mode virtual controller was designed for tailess aircraft. Asymptotic output tracking is

guaranteed upon certain conditions.



2. In order to apply the control allocation algorithm' a controller is designed in a nonsaturating format. This control
allocation algorithm provide optimal control effector commands that prevent actuator deflection and deflection rate

saturation. The sliding mode controller is designed for the system (5) in the following format
~ t ~
d,=d,,+po, O=e+ cjed‘l:, dyg=-A,z—Ayy=b,(t)+y.+cy —cy (34)
0
which can be reformatted as follows

{dy =-Ayzz"'Ayyy—by+5’c+pyc+cyc_cy_py+pcxi (35)

'ii =YY
It is obvious that the nonsaturating sliding mode controller in the format (35) is pretty much similar to the feedback

linearization controller, developed by Dr. Buffington'

_ 2
{dy—"AyZZ"Ayyy_by-"wcfc yc_wcy+wcf}xi (36)

X =y, =y
We expect to gain some advantage using sliding mode controller (35). The sliding mode control philosophy provides
insight into control partition priority for unachievable control commands
d, =Xd, +Ad, + Aydy + A4d, 37
This insight is.
s At the reaching (beginning) phase it is important to retain the p - terms, which are responsible for reaching
time. At the sliding (finale) phase it is important to retain the ¢ —terms , which are responsible for transient in the
vicinity of the sliding surface.
e The largest terms in the distribution (37) must be relaxed first. It is hard to identify a term which will have the
largest value all the time, because the terms depend on time. This logic leads us to the dynamic priority schemes,
which were not examined yet.

For instance, looking for sliding mode controller allocation we examine now the following “static” priority

d, =pe

dy =c(px; +e) (38)
dy=-Ay,z~A,y-b,(1)

dy = 5’c

II. _Reconfigurable control of a traditional aircraft addressing actuator deflections and deflection rates

saturation without damage identification
Problem Formulation

Mathematical model of an aircraft is taken in a following generic format

2= fiz, 3.0+ (2, y,1)+(Bi(2, y, 1)+ BB (2, 7,1))8
¥ = Fo(2, y, )+ A (2, 7,0)+(By(2, 7, )+ABy (2, y,1))6 (39)
8=—As(6—u)
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where y e R* is an output vector (without loss of generality it is assumed that y = { .4, r}T with p,q,r standing
for roll, pitch and yaw rates correspondingly); z € R* is a vector which coordinates do not contain the coordinates
to be controlled, 6 = {6A ,55,5R}T , ue R? is a control vector, Hiz,y.t)e R, Loz, y,t) e R3 are partially known
vector-functions, B,(z, y,t) € R**3, By(z,y,t) € R** are known matrices, Af, e R, Af, eRP, AB, € ¥,
AB, € ®*>* are unknown bounded smooth perturbations, caused by an aircraft damage, detB,(z,y,t)#0,
det(Bz(z,y,t)+ABz(z, y,t));t 0 Vz,y,t from a reasonable flight domain, A; € R¥3, As = diag{as}, ag >0.
The deflections and deflection rates of the actuators are assumed to be bounded as |5i| <4, I5,I < 5,,, Vi=13
The problem is: given in real time a command reference profile y.(r) design a control function u to provide
lim|yg - y{=0 Vi=13 (40)

taking into account the actuators’ deflection and deflection rate limits via the sliding mode control.

Problem 1. Design the sliding mode controller without reconfiguration providing robust tracking of the pilot’s

angular rates commands insensitive_to _aircraft damage and taking into account limitations to the actuator's

deflection and deflection’s rate.

Designing the control law we will use the following equations

3= £(2 0.0+ (2, y.0)+(By(2,,1) +ABy(2, y,1))0 a
8=—As(5-u).
In order to make the designed control law operational it is assumed that any solution of the equations
2= fi(z. .00+ & (2, y.0+(B(2, y.) + AB (2, 5,1))6 (42)
is bounded if the vector-deflection & is bounded. The sliding surface is designed
‘ —
o=é+Ce+C?edr=0, ¢=y,-yVi=13 (43)
0
The system’s (41) motion in the & - subspace is described by the following equations:
G =F()=(B,+AB,)v, (44)
where
. . d d
F()=y,+C'y, +C2e—?d;-(f2 +46,)-C'(f, +M2)—[E(Bz +AB,)+C'(B, +A32)]5 (45)
v=—As(6—u). (46)

Assuming the matrix B, symmetric and positive definite, the candidate to the Lyapunov function is formed
1 T 1 T -1
V=—2-O' QG:EG (B;) >0 47

The derivative of the candidate to the Lyapunov function (47) is identified as:
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rd

V=0"(B,) o+%o —(Bz)—lcr:aT(Bz)_’[F(.)—%.i

4 (B2)o (B +ABy)v 48)

dt

The equivalent control'"'? v, is identified as follows:

Veg = (By +ABy)” [F (- (B ) (32)0} (49)

The following discontinuous control function is designed

v=1,, +pSIGNo , (50)
where p= diag{p,- }, p;>0Vi =13, SIGNG = {signal,signoz,sign0'3}T , Vg is an estimate of the v,, .

Denoting A, =v,, — Ve, and A, = (32 )_1 AB, the following formula is obtained

V=c'(I+4,)A —pSTGVO')——Zp,(HAv +§)|o|+z(A +Ag A, +¥)0;, (51)
where
£ =Av2102 +Av310'3’ 52 =A‘,ucr,+Av32 & _A 0, +Av13 v AvuA +Av,,Aeq,»

o)) o2 o5 (52)
V2 —szlAe‘h +AV73A¢‘13’ V3= AValACQI +AV32A¢"12

Assume the following inequalities are met

|§i|S Wis I‘Vi's . |A

|ag| <L vi=13, (53)

\1
where w;,r;,A; are proportional to perturbations (damages), and L; are positive numbers which are proportional to

the estimation errors of the equivalent control terms. The following inequality is obtained
v<—2|a [p1- —L(1+4)-r]<0. (54)

In order to meet the inequality (54) the values of p; must satisfy the conditions

(+4)Li+n . —
p; >—F—Vi=13 (55)
The final formula for the control law is derived
6m’ gc gl,. >6m
5 "'i’ .’71811 <&, >8,
05 !
1. . . =
%=1 8 +;;(va,i +psigno), #1&,.| 35,.,&1&,.‘ <8, (56)
% -é'ﬂ, iley| <8u&ee, <5,
05 !
_5,", f gli <-6m




i

where g =§; +al(ﬁ,ql +p,-sign0',-) s 82, =V +psigno; Vi= 13
()

Avoiding a control chattering and saturation of actuator deflections or deflection rates, the following smoothed

sliding mode controller with a boundary layer is proposed.

T
v=v,, 4+ pSATg , sat< = {satg-—l-,sat-qi,satﬁ} (57
£ £ g & &

The derivative of the candidate to the Lyapunov function is calculated
. o) 3 3
V=o' (1+Av)(Aeq —pSATz)=—Z/<,-(1+Avﬁ +&)o |+ YAy +Ag A, +¥)o, (58)
i=d =l
where

Pis ifl°'i|> &
ki =1 p.lo. . (59)
i %‘:‘I, iflail>£i

The conditions which provide negative definiteness of the candidate to the Lyapunov function are obtained. They are

pi>R;, if |cri| >¢E; (60)
R.E.
o>~ io<e, 61)
b;
(+A)L+r . — Re . — . _
where R, =-————— Vi=13. After the boundary |0i| =—L ¥i=1,3 of the domain (61) is reached )probably

asymptotically) , the system’s (41) motion will obey the inequalities

< Rigi y G = VoY Vl'=1—,§y (62)

H

!
sl 2
e, +c;e+c; je,-d‘L'
0

and we can talk about an € -robustness of the smoothed sliding mode controller.

Problem 2. Design the sliding mode controller with on-line reconfiguration providing robust high accuracy

tracking of the pilot’s angular rates commands in a damaged regime without system (damage) on-line identification

and taking into account limitations to the actuator’s deflection and deflection’s rate.

The sliding mode controller (56) is rewritten in a smoothed format

5., ¥ 8, >0,
,s,.+f_:, fe| <88z, >5,
u,.=<5,.+a_16[o% +p,.sm%f] | <8,808,| <3, 3
8 -%, ie,| <.&e, <=3,
=6, i &, <=5,
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1{. o; a O, .
where g, =§; +—[veq, +p,-sat—‘—) and g, =9V, +p;sat—- Vi=],
t 8 (4 (]

as i

Concept. If one of the following conditions
81/ 6 [s2|< 8 vi=13 ©4)
is violated, then the originally selected values &; of the corresponding boundary layers must be increased.

Remark 2. Increase of €; leads to a corresponding gain 23 reduction.

&
Algorithm of reconfiguration (direct adaptation) of a thickness of a boundary layer
Assume that the reaching phase is over, and the system moves in the g;-vicinities of the sliding surfaces (43). In this

case saturation functions in the smoothed sliding mode controller (63) can be substituted by the linear functions

&0',- Vi= f,_é The inequalities (64) are written as follows:

1. O;
61' +_(veq,» +p; g—)

as i

<35,

~ oi 3 . 1A
Deq + p,.;{ <§, Vi=13 (65)
i

In case of an aircraft damage the nonlinear vector- and matrix- functions Af; € RE, Af, e R3, AB, € RS,
AB, € R** are not equal to zero and can lead to increase of the absolute values of v, , 6;, &;, which can cause

saturation of the actuator deflections or deflection rates. In order to prevent such a system’s performance the

thickness of the boundary layers € will be changed on-line. A solution to the inequalities (65) is obtained

£ = max{e},zz,.2 8,3} (66)
where

LAY AN
RS N ./ S o

O — Vg, SIgNO; azb,, — (055,- +V,, )signoi

2.3

and 7!, r?,r} are small positive numbers Vi=13.

Example 1

The pitch rate command tracking problem is considered. The aircraft model of the linearized second-order

pitch plane dynamics for F-16 at Mach = 0.7, h = 10000 ft flight condition is taken as follows*’:

[‘_x] = Z[a] +B6s (68)
q] “la

where A= A, +AA, B=B, +AB,and

zZ Z AZ AZ YA AZ

a a

A, = M ;! , AA = 9 , B"=[Ma ] AB=[ 5] (69)
o q AM AAq é AM

where o is angle of attack (rad), q is pitch rate (rad/s), & is an elevator deflection (rad).
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The actuator’s model is taken as follows:

8 =—208 +20u (70)
where u is the control input of the actuator (rad), and
v =-2006 + 20u 1)

is a “virtual” control function. The actuator’s output is rate limited to |5| <b,(b=1rad/s), and its deflection is

limited to |6| <a, (a=037rad). It is obvious that |v| < b. The failure is modeled as a 50% loss of horizontal tail

area which occurs 5 sec into the simulation. The reference model, the nominal and failure values of parameters are

taken as in the papers*’, The pilot’s commands u com are 1.0 s duration pitch rates pulses of 0.1 rad/s amplitude, and

om
input polarities of -, +, -, and + at times of 0.0, 3.0, 6.0, and 9.0 respectively.

Design of a Smoothed Reconfigurable Sliding Mode Controller

yA> 'ﬂ{ =0.5, (72)
BZ

» the system’s motion is already in the close vicinity of the boundary layer.

We assume that

. ﬁeq=0,and L>

veq

The formula (63) is reduced to
(o)
u=5+0.05psat-z (73)

and the constrains to the actuator deflection and deflection rate are relaxed. A value of the gain p must be identified

in accordance with the formula (55) with w; =r, =0, as

1+4
p> El—l;Lz&OL' 74)
The equivalent control can be identified as
Veg = Veg,p, tAVeq » (75)
where v,, ~ corresponds to the equivalent control in nominal (undamaged) case, Av,, is due an aircraft damage.

Estimating |Aveq <016 the value of p is identified as follows:

p>30L> 3.0(

Vegun|* [BVeq]) = 39V g | + 05 (76)

V.., =—005128(g, +10g,) +1450 - 9.7299 - 87746 . an

€4 o
Substituting 8,, =037, &, =10 and r' =r?=r> =002 into formulas (67) we obtain

0.05/olp

037 -6signo (78)

et =|ojp+002, ¢’ =

The results of the system’s simulation are shown in Fig. 3-6. The reference profile is tracked perfectly before and

after a 50% loss of horizontal tail area. The actuator deflection and deflection’s rate are within the imposed limits.
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Example 2

The mathematical model of an F-16 jet fighter at Mach = 0.7, h = 10000 ft «,,, =0,,, = 0106803 rad,

b.,,, =—00295rad , Byim = Pirim = Qirim = Tirim = Porim = Oa,,,, =6, =0 flight condition is taken as follows:
6:’: qcosqo.—rsin(p 79
@=p+gsingtan8+rcos@tanf

a 09939g — B p+0.0427 cos 6 cos @ + 0083589 —1.2295x — 017864,

80
[3 —09973r + o p +0.0427 cos 8'sin ¢ — 029718 + 0.000851 p + 0.037235, + 0.0024664, €0

p =—-01345pg — 08225qr — 53488 — 43242 p — 02237r — 509338, +1017785,
g =09586pr — 00833(r - p) 194166 +12.886c —1083g — 191668, 81)
7 =—07256 pg +01345gr + 176718 + 02339 p — 0.6487r + 41258, ~ 61555,

a =2 1_ a ’ 5 _20( )’ —20(141 ) (82)

Actuator deflection limits are |5,~| <03rad, I8,| <lrad/s Vi=a,e,r.Flying qualities are defined by the filters:
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£ 1B for ingoing pilot command, p‘ 125

p- s+125 p- s+125
o 4 B 1698

o' sP+3s+4’ BT 2 +6185+1698

for outgoing pilot command,

(83)

Problem is to design a sliding mode controller to provide de-coupling tracking of angles ¢, and roll rate p

commands addressing the actuator deflection and deflection rates limits in accordance with the flying qualities (83).

The functional diagram of the flight control system is shown in fig. 7.

p* Pc S
CEd =

o o ¢ 9. Inner
—s—>| Filters [T Outer T = loop
B 1B clicop sMC o v e

Fig. 7 The functional diagram of the two-loop flight control system

Inner-loop sliding mode controller design

Assuming given the reference profiles for angular rates p_,q,,r, the sliding surfaces are designed as follows:

t t t
01 =é1 +8€] +16Ie1d‘r, 0'2 =82+10022+2500‘[e2d1, 03 =€3+16€3+64J.33d'r
0

0

0

where e =p.—p, e =q.—q, eg=r.—r,and p_.q,_r, are reference profiles.

The control functions are designed. They are

u; =9, +L(\3eq'_ + pisat%] Vi=123

as i

(84)

(85)

Assuming Geq, =0 the formulas (85) are implemented to the inner-loop smoothed sliding mode controller design

i > [Veq,| Vi=123.

u =90+ 0.05p,~sat%, P

The boundary layer are reconfigured (adapted). They are

g = max{e} E2.€} } Vi=123
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£l =|o|+002, & =|o,|p, +002 g=_00%ln o0 (88)

7 (03-§;signo;)
Outer-loop sliding mode controller design

Assuming the tracking errors in inner loops rapidly tend to zero, and p= p., g¢=gq,, r =r,, the unknown angular
rates command profiles g, and r, are considered as the virtual controls for the mission variables o and .

The outer-loop sliding mode controllers design started with sliding surfaces identification. They are.
t t
04 =éey +20‘[e4d1, 0'5=es +25J€5d1 y €4 =ac—a, €5 =ﬁc—ﬂ. (89)
(1] (4
The outer-loop sliding mode controllers are designed in the smoothed nonsaturating format:
q. = éeq +5004, .= ;eq - 60'5 ) (90)
where

Goq =10061(ct, + 200, —18.77050. + B p — 0.0427 cosBcos o — 0.083589 + 017868, )

P = 1.0027(- B, - 258, +22029B+ o p+0.0427cosBsin g + 0000851+ 0037235, +0.0024665, )

Two different maneuvers are simulated. In the first maneuver the angle of attack and sideslip angle profiles are
tracked. In the second maneuver the angle of attack profile and maximum-then-zero roll rate profile are tracked until
the 90 degrees roll angle is achieved. The results of simulations are shown in fig.8-19.
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Conclusion

A smoothed sliding mode controller preventing actuator deflections and deflection rates saturation is developed for

tailess aircraft. The designed sliding mode controller is tailored to the control allocation algorithm developing by Dr.

Jim Buffington'. A reconfigurable on-line sliding mode control strategy without on-line system (damage)

identification is developed for an aircraft with a “square” configuration. The developing sliding mode control

strategy with reconfiguration guarantees a high accuracy tracking performance of the pilot’s angular rates commands

with given flying qualities before and after damage to an aircraft without on-line damage identification. The

limitations to the actuator’s deflection and deflection rate are addressed.

Future research

1.
.

(1]
[2]

Tailess Aircraft
design smoothed nonlinear virtual sliding mode controller to provide finite reaching time,
develop priority schemes on the basis of the new insight into the control partition priority providing by the
sliding mode controller,
develop dynamic priority schemes,
study overall stability of the system with “static” and “dynamic” priorities.
Reconfigurable control of an aircraft with “square “configuration
develop direct adaptation algorithm of the boundary layers in inner- and outer loop smoothed sliding mode
controllers,
study overall stability of the two-loop flight control system with the boundary layers direct adaptation,
design a nonlinear observer,
incorporate noise reduction requirements into the boundary layer direct adaptation algorithm.
Control allocation and reconfiguration for damaged tailess aircraft
develop algorithm of an optimal allocation matrix design,
merge the boundary layer direct adaptation algorithm for an aircraft with “square” configuration and the
algorithm of the optimal allocation matrix design into reconfigurable smoothed sliding mode controller design

algorithm for a tailess aircraft.

General problem
improving a flight control system performance incorporate some indirect adaptation control algorithms into the

developing direct adaptation control algorithms.
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Abstract

The problem of rendering the origin an asymptotically stable equilibrium point of a nonlinear
system while, at the same time, optimizing some measure of performance has been the object
of much attention in the past few years. In contrast to the case of linear systems where several
optimal synthesis techniques (such as H.,, H; and I') are well established, their nonlinear
counterparts are just starting to emerge. Moreover, in most cases these tools lead to partial
differential equations that are difficult to solve. In this research we developed a suboptimal
regulator for nonlinear affine systems based upon the combination of receding horizon and state
dependent Riccati equation techniques. Our main result shows that this controller is nearly
optimal provided that a certain finite horizon problem can be solved on-line. Additional results
include conditions guaranteeing closed loop stability even in cases where this fails, and an
analysis of the suboptimality level of the proposed method.
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1 Introduction

A large number of control problems involve designing a controller capable of rendering some point
an asymptotically stable equilibrium point of a given time invariant system while simultaneously
optimizing some performance index. This problem is relevant for disturbance rejection, tracking
and robustness to model uncertainty [19]. In the case of linear dynamics this problem has been
thoroughly explored during the past decade, leading to powerful formalism such as p-synthesis and
[ optimal control theory that have been succesfully employed to solve some hard practical prob-
lems. More recently, these techniques have been extended to handle multiple, perhaps conflicting,
performance specifications (see for example [18, 6, ?] and references therein).

In the case of nonlinear dynamics, popular design techniques include feedback linearization
(FL) [11), the use of control Lyapunov functions (CLF)[10, 15}, recursive backstepping [11], and
recursive interlacing [13]. While these methods provide powerful tools for designing globally (or
semi-globally) stabilizing controllers, performance of the resulting closed loop systems can vary
widely. To illustrate this point consider the following system [10]

151232

. 1
Ty = —e¥ (m1+%m2) + Layetmi+3m + e2TitlTay (1)

with initial condition [-2 0]'. It can be shown that the optimal control law that minimizes the
performance index

J= (a:% + uz) dt

0\8

is given by u* = —z,€?*17%2 with the corresponding value of J* = 4. On the other hand, FL and
CLF designs yield the values Jpr = 238 and Jorr = 390 (see [10] for details). Indeed, a recent
workshop on nonlinear control [8] has shown that while the methods mentioned aboved can recover
the optimal under certain conditions, in general there are no guarantees on the performance of the
resulting system.

As an alternative, during the past few years nonlinear counterparts of He, and ! have started
to emerge. While these theories are appealing since they guarantee optimal performance (at least
in a given sense), from a practical standpoint they suffer from the fact that they lead to Hamilton-
Jacobi-Isaacs type partial-differential equations that are hard to solve, except in some restrictive,
low—dimensional cases.

Finally, there are two methods that which do not guarantee in general global stability, but work
well in practice. The first is the State Dependent Riccati Equation methods (SDRE) developed
by Cloutier and coworkers ([3]), based upon recasting the nonlinear plant into a linear-like, state
dependent form and solving at each point a Riccati equation. While at the present time only
local stability of the resulting system has been formally established, consistent experience indicates
that the method works well, often outperforming other techniques ([8]). For instance, it gives the
optimal solution in the simple example (1), even though in this case the level sets of the optimal
return function are not compact [10]. The second method, receding horizon (RH) control, is based
upon the on-line solution of a finite-horizon optimal control problem at each sampling instant k.
The first element of the resulting (open-loop) control sequence is implemented over the interval
[k,k + 1]. At time k + 1 the process is repeated with the new initial condition zx4+1. RH methods

62-4




are appealing since they allow for explicitly handling constraints and guarantee optimality in some
sense. Moreover, since the optimization is carried only along the present trajectory of the system
(i.e “locally”) the resulting computational complexity is far less than that associated with finding
the true global optimal control (a task that entails solving a Hamilton-Jacobi type equation).
However, stability of the resulting closed-loop systems has been established only for the case of
linear plants ([17, 14], although a modified RH formulation has been recently proposed, achieving
stability at the expense of optimality [8].

In this research we developed an alternative controller for suboptimal regulation of non-linear
affine systems. This controller is based upon the combination of receding horizon and SDRE ideas,
and follows in the spirit of a similar controller successfully used in the case of constrained linear
systems [16, 17]. The main result of the research shows that this controller is nearly optimal and
globally stabilizes the plant, provided that enough computational power is available to solve on-
line a finite horizon optimization problem. In cases where this condition fails, we show how to
modify the proposed controller to guarantee stability (possibly at the expense of optimality) and
we establish a connection with the well known CLF methodology. Additional results include an
analysis of the suboptimality of the proposed method and show that if an approximate solution to
the problem is known in a set containing the origin, then our controller yields an extension of this
solution with the same suboptimality level.

This report is organized as follows: In section 2 we introduce the notation to be used and some
preliminary results. In section 3 we show that the infinite horizon regulation problem is approxi-
mately equivalent to a finite horizon problem and we analyze the properties of this approximation.
In section 4 we describe the new controller and we analyze the properties of the resulting closed
loop. Section 5 illustrates the synthesis method with two simple examples. Finally, in section 6 we
summarize our results and we indicate directions for future research.

2 Preliminaries

2.1 Notation and Definitions

Consider the control-affine nonlinear system:

¢ = f(e) + g(z)u (2)

where z € R™, u € R™, the vector fields f(.) and g(.) are known C? functions, and where £(0) = 0.
Given a function V: R™ — R its Lie derivative along f is defined as

1,V(z) = 90 f(z)

Definition 1 A positive definite C! function V : R* — R, is a Control Lyapunov function for the
system (2) if
inf [LsV(z) + LgV(z)u] <O, Ve #£0 (3)
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It is well known ([15, 1]) that existence of a control Lyapunov function is equivalent to the existence
of a smooth globally stabilizing feedback control law u(z).

The nonlinear system (2) can be represented (in a non-unique way) by the following linear-like

structure: [3]
i = A(z)z + B(z)u (4)

Definition 2 The state dependent coefficient (SDC) representation (4) is a stabilizable parametriza-
tion of the nonlinear system (2) in a region Q if the pair (A(z), B(z)) is pointwise stabilizable for
allz € Q.

2.2 The Nonlinear Regulator Problem

Consider the nonlinear system (2). Our goal is to find a feedback control law u(z) that minimizes
the following performance index

J(zo,u) = / [2'Q(z)z + v'R(z)u] dt, z(0) = z, (5)

where Q(.) and R(.) are C?, positive definite matrices. ! It is well known [2] that this problem is
equivalent to solving the following Hamilton-Jacobi-Bellman partial differential equation:

1ev __, ,0v" _

ZEQR 9%z +2'Q(z)z, V(0)=0 (6)
If this equa;‘,ion admits a C! nonnegative solution V, then the optimal control is given by u =
—%R‘lg’%g— and V(z) is the corresponding optimal cost (or storage function), i.e.

ov
0= 5o f-

V(z)= nhmf (2'Qz + ' Ru) dt
0

2.3 The SDRE approach to nonlinear regulation

Unfortunately, the complexity of equation (6) prevents its solution except in some very simple,
low dimensional cases. This has prompted the search for alternative, suboptimal solutions to the
problem. In this section we briefly cover the details of the SDRE approach developed by Cloutier
and coworkers [3]. The main idea of the method is to use the linear-like parametrization (4) to
obtain a control law by solving pointwise along the trajectory a steady—state Riccati equation.
Specifically, the nonlinear system (2) is recast into the SDC form (4) and the following state—
dependent Riccati equation is solved

A(2)P(z) + P(z)A(z) - P(2)B(z)R"\(2)B'(2)P(z) + Q(z) = 0 (7)

The suboptimal control law is given by ussr. = —R~*(z)B'P(z)z where P(z) is the positive definite
(pointwise stabilizing) solution of (7). In the sequel we briefly review the properties of this control
law. The corresponding proofs can be found in [3]

1This condition can be relaxed to QR(z)>0
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Lemma 1 Assume that the parametrization ({) is stabilizable, Q(z) > 0 for all =, and all the
matriz functions involved are smooth. Then the control law u,gye is locally optimal and renders the
origin a locally asymptotically stable equilibrium point of the closed—loop system.

Lemma 2 If the parametrization (4) is stabilizable and all the matrices involved along with their
gradients are bounded along trajectories, then the SDRE control law satisfies the (first order) nec-
essary conditions for optimality asymptotically as O(||z|]?).

Lemma 38 If 3% [P(z)z] is symmetric and [Y y'P(y)dy > 0 then usgre is the globally optimal control
law.

Corollary 1 If the conditionds in Lemma 3 hold then the control law U4y globally stabilizes system

(2).

3 An Equivalent Finite Horizon Regulation Problem

In this section we introduce a finite horizon approximation of the nonlinear regulation problem
stated in section 2.2 and we analyze its properties. This approximation forms the basis of the
proposed method.

Lemma 4 Consider an compact set S containing the origin in its interior and assume that the
optimal storage function V(z) is known for allz € S. Let ¢ = min,cas V(z) where 8S denotes the
boundary of S. Finally, define the set S, = {z:V(z) < c}. Consider the following two optimization
problems:

ming {J(m, u) = z‘o[m’Q(m)z + »'Ru] dt} (8)

min, {JT(m,u) = f(m’Q(m)m + v'Ru)dt + V[:z:(T)]} (9)

subject to (2). Then the following facts hold:
1. An optimal solution of problem (9) is also optimal for (8) in the interval [0, T) provided that
z(T) € S,.
2. Consider now Ty > T. If z(T) € S, then a controller that optimizes Jy is also optimal with

respect to Jp, in [0,T].

Proof: Consider first the following free terminal time problem:

Jo(z,t) = min, {V [2(ts)] + [ [z'Qz + v Rul dt}
subject to: (10)
:z:(tf) € Sy
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Let z°, u® denote the optimal trajectory. The optimal return function satisfies [2]:

oJ oJ, 18J __, ,07"
= f_ — 11
0=t ol T 1R 95 o0k (1)
with boundary condition J(z,t) = V(z) for z € S,. Clearly this equation admits as solution
J(z,t) = V(z). Thus problems (8) and (10) are equivalent. To establish the first claim we will
show that an optimal solution u° of (9) is also optimal for (10) (and thus (8)), provided that
z°(T) € Sy. To this effect note that the Euler-Lagrange optimality conditions for problems (9) and
(10) are identical, except for the additional transversality condition H (w2, 2°(tf), A°(tf)] = O that
appears in the latter, where A(t) denotes the co-states. The boundary condition for ) in problem
(9) is given by
ov
A(T) = ’5;'2(T) (12)

Since z(T) € S, it follows that z°(T),u(T), A°(T) satisfy the HIB equation (6), or equivalently
H[u,z°(T), A°(T)] = 0. Thus, an optimal solution of (9) is also optimal for (10).

To establish the second claim note that the set S, is positively invariant with respect to the
optimal control law. Consider now the following control law:

. u°(t) for t € [0, T
U —{ —R‘lg’%% t1>T (13)
Since V() is the optimal return function in S, and this set is invariant, it follows that V[z(T})] =
Viz(T)] + f2* (z*'Qz* + u*Ru*) dt. Thus Jr,(z,u*) = Jr. From the equivalence of (9) and the
free terminal time problem (10) it follows that Jr, > Jr. Hence minJr, = Jr and u* is the
corresponding optimal control law.

O

This Lemma shows that if a solution to the HIB equation (6) is known in a neighborhood of the
origin, then it can be extended via an explicit finite horizon optimization, well suited for an on-line
implementation. This suggest a receding horizon type control combining an on-line optimization
with an off-line phase to find a local solution to (6). However, finding (and storing) this local
solution can be very computationally demanding in cases where the dimension of the problem is
not low. Thus it is of interest to consider the case where an approximation ¥(z) rather than the
true storage function is used in (9). The next result shows that in this case the approximation error
does not grow (to the first order). In other words, the difference between the true optimal V[z(0)]
and Jr[z(0)] is approximately equal to the diffence between V[z(T)] and ¥[z(T)).

Theorem 1 Let¥: R™ — R, be a positive definite function and consider the following optimization
problem: '

Jy(z,t) = min ‘/tT (2'Qz + v Ru) dt + ¥[z(T)] (14)
subject to (2). Then Jy(z,t) — V[z(t)] 2 ¥[z(T)] - V[e(T)).
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Proof: Define e(z,t) = Jg(z,t) — V(z). By considering the Hamilton Jacobi equations for J, and
V it can be easily shown that e(t, z) satisfies the following equation:

de

_ ae _ 1 -1 '0J¢) 168 -1 ,ael

9z +2559R g% (15)

By exploiting the fact that the optimal control law for (14) is given by
11,00y

=-—-Rl¢g—* 16
d 2" 95z (16)
equation (15) can be rewritten as:
!
0 = §&+5(f-ouw)+ 3508795
. — !
= 84 8e5 4 18egp-1gi0e (17)

. _ !
= é+339R7g'E:

Thus, along the trajectories é = 0 (to the first order) and hence J(z,t) — V(z) is approximately

constant.

From Lemma 4 it follows that, given an initial condition z(0), problem (8) can be solved by
solving a sequence of problems of the form (9) with increasing T until a solution such that z(T) € S,.
Moreover, once such a solution is obtained, no further improvement of the cost can be achieved by
increasing the horizon T. These results suggest the following receding-horizon type control law.
Let z(t) denote the current state of system (2). Then:

1. I 2(t) € Sy, u= —1R1g'Y

T

2. If z(t) ¢ S, then solve a sequence of optimization problems of the form (9) until a solution
such that z(T') € S, is found. Use the corresponding control law u(t) in the interval [t, ¢ + dt].

From the results above it is clear that the resulting control law is globally optimal and thus globally
stabilizing. However, as we indicated before, the computational complexity associated with finding
V(z) (even only in the region S,) may preclude the use of this control law in many practical
cases. Thus, it is of interest to consider a modified control law where an approximation ¥(z)
(rather than V(z)) is used. To this effect consider a compact set S containing the origin in its
interior and let ¥:5 — R;, ¥ € C! be a Control Lyapunov Function for system (2). Denote by
uy, the corresponding control law. Finally, let ¢ = mingecss ¥(z) and define the set Sg C § =
{z:¥(z) < c}. Then we propose the following modified control law:

1. Iz € Sy, up(z) = argmin {Ly¥ + L, ¥u}
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2.  z ¢ Sy then consider an increasing sequence T;. Let
T
uy = argmin {/ ('Qzu'Ru) dt + ¥ [z (T)]}

Denote by z*(.) the corresponding optimal trajectory and define: T(z) = inf {T : z*(T) € S¢}.
Then uy(z) = Upe)(t), t € [t 2+ dt].

Note that from Theorem 1 it follows that the suboptimality associated with the modified algo-
rithm is approximately given by eg = sup |¥(z) — V(z)|. In the sequel we show that the control
IGS,ﬁ

law uy also globally stabilizes system (2).

Theorem 2 The control law uy globally stabilizes (2)

Proof: Consider first an initial condition z(0) = z, ¢ S¢. Let J(z,) = fOT(x") (z*'Qz* + u*' Ru*) dt+
¥ {z*[T(z,)]}. Clearly J(z,) > 0 outside Sy and thus it is a candidate Lyapunov function there.
Next we show that J < 0 along the trajectories. Consider the trajectory starting at z,. Let
1 = z*(dt) (with dt small enough so that z*(dt) ¢ Sy). Since z*(t), t € [dt,T)] is also a feasible
trajectory starting from z; we have that:

J(@1) = inf {[2®) (2'Qc + v'Ru)dt + ¥ {z[T(=1)]}}

:;(zo) (z*'Qz* + w*Ru*) dt + ¥ {z*[T(z,)]} (18)

IN

J(zo) — [25Qz0 + u(z,) Ru(z,))dt < J(z,) — o', Qz,dt

Thus

lim J(z(t + dt) — J(z(t))
dt—0 dt

Hence trajectories starting outside Sy reach this set in a finite time. Asymptotic stability now
follows from the facts that Sy is invariant with respect to ug (i.e. trajectories starting in the set
never leave it) and that ¥(z) is a CLF there.

J=

< —z(t)'Qz(t) < 0

4 A Modified Receding Horizon Controller

In the last section we outlined a receding horizon type law, that under certain conditions, is
nearly optimal and globally stabilizes system (2). While most of these conditions are rather mild
(essentially equivalent to the existence of a CLF), the requirement that 7' should be large enough
so that z(T) € Sy could pose a problem, specially in cases where the system has fast dynamics.
In this section we propose a modified control law that is guaranteed to stabilize the system, even
when this condition fails, and that takes into account computational time constraints.

Consider the following receding horizon control law:
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Algorithm 1

0.- Data: a CLF ¥(z), an invariant region Sy such that 0 € int{Sg}, a horizon T.
1.- Ifz(t) € Sy, uy(x) = argmin {L¥ + L, Pu}
u

2.- Ifz(t) & Sy then

T4t
| @@z + R} dt+ ¥ia(T + t)]} (19)

uy = argmin
* t

subject to:
—ofz(t+T)] > z(t+T)Qz(t+T)+ qu:L(HT)
+ min {u’(t + T)Ru(t+ T) + L_,,\I'L (20)
- z(t)Qz(t) — vw'(t)Ru(t)

where o(z) is some positive definite function such that o(z) < 2'Qxz.

U
(t4+T)

Theorem 3 The control law uy generated by Algorithm 1 has the following properties:

1. It renders the origin a globally stable equilibrium point of (2)
2. Coincides with the globally optimal control law when ¥(z) = V(z).

3. Is nearly optimal (in the sense of Theorem 1) when z(T) € Sg.

Proof: To prove stability, proceeding as in Theorem 2, consider first an initial condition z, ¢ Sy.
Denote by u*,z* the optimal control and associated trajectory respectively. Then

Tt4dt
Jiz(t +dt)] = min { J (#'Qz+v'Ru)dt+ ¥ [z(T+1t+ dt)]}
u t+dt

T (@Qe + urRur) dt + ¥ [o(T)]
t+dt _ (21)
+ min {2/(T +)Qu(T + 1) + w/(T + t)Ru(t + T) + ¥ [=(T + £)}

IA

I[2()] - 2()'Qu(t) — w*'(t)Ru*(t)
+ min {2/(T +)Qa(T +1) + /(T + )Ru(t + T) + ¥ [o(T + £)}

Therefore, if (20) holds then we have that

1 Tla(t+ o) - J[a()
J = lim dt

< —o(z) < 0 (22)

Hence the trajectories starting outside Sy reach this set in a finite time. As in the proof of Theorem
2, once there, asymptotic stability is guaranteed by the control Lyapunov function ¥.
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To prove item 2.- note that when ¥(z) = V(z) then from the Hamilton Jacobi equation (6) we
have that

! H !
z(t+TYQz(t+T) + Lf‘I’L:(wT) + min {u (t+T)Ru(t+T) + Lg\I/L(HT)u} <0 (23)
Thus in this case the constraints (20) are redundant. The proof follows now immediately from

Lemma 4. Finally, the proof of item 3.- follows from Theorem 1.

Corollary 2 Let ¥(z) = a'P(z)z, where P denotes the solution to the SDRE introduced in section
2.3. Then There ezists T, such that for all T > T, the constraints (20) are feasible.

Remark 1 From Corollary 2 it follows that ¥(z) = 2’ P(z)z is a suitable choice for the terminal
penalty. Moreover from the properties of the SDRE method (see section 2.3) it follows that with
this choice, the control law satisfies all the necessary conditions for optimality as © llz(t+ T))1?

Finally, before closing this section we consider a modified control law that takes into account
the sample and hold nature of receding horizon implementations. ‘

Algorithm 2

0.- Data: a CLF ¥(z), an invariant region Sy such that 0 € int{Sy}, a horizon T, a sampling
interval T,.

1.- Ifz(t) € Sy, us(z) = argmin {L;¥ 4 L, Tu}

2.- Ifz(t) & Sy then

T4t
Uy = arglinin { / (z'Qz + v'Ru) dt + ¥ [¢(T + t)]} (24)

subject to:

~ole(r+ T > a(r +T)Qa(r+T)+ Ly|,

+ min, {u'(T + T)Ru(r + T) + LgxI:L(HT)u} (25)
— z(t)Qz(t) — w(t)Ru(t), t < Tt + T,

Lemma 5 The control law u, renders the origin a globally stable equilibrium point of (2). More-
over, it is nearly optimal and coincides with the globally optimal control law when ¥(z) = V(z).

Proof: The proof, omitted for space reasons follows along the same lines of the proof of Theorem 3.
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5 Illustrative Examples

From the results of the previous section, we will expect that the Algorithm 2 using ¥(z) = 2 P(z)z
will generate a nearly optimal control law, even when T is relatively small. In this section we show
that this is indeed the case with two examples.

Example 1 Consider the following regulation problem:

[ o]
min {J = /zg + uzdt} (26)
0

subject to
:: z i2:z:le“’l + 32+ emu (27)
It can be shown that the optimal control law is given by:
Uopt = —T2 (28)
with the corresponding optimal storage function:
V(z) = 22 + z2e™™ (29)

Consider now the following SDC parametrization:

BERFANE

It can be shown that the solution to the corresponding SDRE is given by:

ORI AP

p=0.5x% (zz + \/M) o221 (32)

with associated control action:

2
T T
Ugdre = — T2 l(2ezl) +4/1+ (2€:1> ] (33)

Thus Usdre = Ugpe Only when (2—§%T) < 1. On the other hand, if et — 0 then —':—:ﬁt — 0o0. Finally,
it can also be shouwn that

(31)

where

z'P(z)z = pe™* V(z) (34)
Thus z'P(z)z gives a good estimate of V(z) only when (:23;) < 1. Figures 1 and 2 show the
trajectories and optimal cost corresponding to the initial condition z(0) = [-2 2]. In this case

Joptimal = 33.55 and J,gre = 154.73. Note that here ek = €2 & 7.4 so the difference between gy
and Uoptimal 1S NOt SUrPTIsIng.
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Figure 1: State trajectories for example 1

Example 2 The second ezample consists of a planar ducted fan (a simplified model of a thrust
vectored aircraft). The dynamics are given by (see [13, 8] for details)

[y = [g(coso—l) + [ﬂmﬂ cosf [ul] (35)
g 0 0 2

where ¢,y and 6 denote horizontal, vertical and angular position respectively and where v and u,
are the control inputs. The numerical values of the parameters are m = 4Kg, J = 0.0475K gm?
and r = 0.26m. The goal is to minimize a performance indez of the form (5) with:

Q@=diag[5 5 1 1 1 5], R=1Ipy,

corresponding to the following choice of state variables: E=[z y 0 & ¢ 0]

method |4
LQR [8] | 1.1 x 10°
CLF [8] | 2.53 x 10%
LPV [8] 1833
SDRE 1646
RSDRE 1140

Table 1: Comparison of different methods

Table 1 shows the result corresponding to the initial condition £0)=[0 0 0 125 0 0]
Note that in this case the SDRE solution yields the second lowest cost.

Figure 3 shows a comparison of the trajectories generated by the SDRE and RSDRE method,

with T = lsec and T, = 0.5sec. In this case the RSDRE method produced a cost virtually equal
to the global optimal (found off-line by numerical optimization). This can be ezplained by looking
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Figure 2: Control effort and cost for example 1

at the plots in Figure 4. These plots show that while ¥(z) = 2’ P(z)z gives initially a very poor
estimate of the cost-to-go, the combination of ®(z) and the ezplicit integral in (24) give a very
good estimate if T is chosen > lsec. It is worth mentioning that a conventional receding horizon
controller (i.e. one obtained by setting ¥ = 0 in (24)) with the same choice of horizon and sampling

time fails to stabilize the system.

6 Conclusions

In contrast with the case of linear plants, tools for simultaneously addressing performance and
stability of nonlinear systems have emerged relatively recently. Recent counterexamples [7, 8] il-
lustrated the fact that while several commonly used techniques can successfully stabilize nonlinear
systems, the resulting closed-loop performance varies widely. Moreover, these performance differ-
ences are problem dependent, with performance of a given method ranging from (near) optimal to

very poor.

In this research effort we have developed a new suboptimal regulator for affine nonlinear systems,
based upon the combination of receding horizon and state dependent Riccati equation techniques.
Under certain relatively mild conditions this regulator renders the origin a globally asymptotically
stable equilibrium point. In the limit as the horizon T — 0, the proposed control law reduces to
the inverse optimal controller proposed by Freeman and Kokotovic [9]. Thus, these conditions are
essentially equivalent to the existence of a Control Lyapunov Function. Additionally our research
has shown that the regulator is near optimal, provided that a good approximation to the optimal
storage function is known in a neighborhood of the origin. These results were illustrated in this
report with two examples. In both cases our controller outperformed several other commonly used
techniques. Finally, note in passing that the finite approximation (14) is also valuable as a tool
to speed-up off line numerical computation of near optimal solutions, for instance when combined

with conjugate gradient type algorithms [4].
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Figure 3: SDRE and RSDRE trajectories for the Dfan example

An issue that was beyond the scope of this research is that of the computational complexity
associated with solving the nonlinear optimization problem (24). Following [8] this complexity could
be reduced by exploiting differential flatness to perform the optimization in flat space. Additional
research being pursued includes the explicit incorporation of state and control constraints into the
formalism and its extension to handle model uncertainty.
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PHOTOCONDUCTIVITY STUDIES OF THE POLYMER 6FPBO

Barney E. Taylor
Visiting Assistant Professor
Department of Physics
Miami University - Hamilton

The polymer 6FPBO is the subject of an intense investigation by the
Physics Group cf the Polymer Branch of the Materials Laboratory at Wright
Patterson AFB. Successful blue electroluminescent devices have been
fabricated and the underlying physics is being pursued in continuing studies.
This report summarizes a complementary study of the photoconductivity
measurements on the electroluminescent devices and samples made from the
starting materials.

An experimental system was put in place to acquire the photoconductivity
spectra using equipment available in the Physics Group. The necessary
software to control the experiment was developed. A methodology of
normalizing the photoconductivity data was put in place, and 6FPBO devices
were studied.

6FPBO samples produce a weak but measurable photoconductivity spectrum.
The spectrum shows multiple peaks with two prominent features at about 340 and
405 nm. Preliminary investigations were made of the effect of bias voltage,
probe beam intensity and the effect of chopping of the probe beam at different
frequencies.

Difficulties with the normalization data preclude definitive assignment
of the spectral shape. However, it is clear that the dependence of the
photoconductivity on the probe intensity is linear - independent of
uncertainties in normalization. Further, the dependence of the photo-
conductivity on the bias is supralinear for forward biased samples. (The
electroluminescent devices may be considered to be Schottky diodes - by their
structure and by their current-voltage characteristics). Two types of
electroluminescent devices are routinely fabricated - monolayer devices using
only 6FPBO and bilayer devices using 6FPBO with a PVK hole transport layer.

In the case of monolayer devices, reverse bias caused an increase in
photoconductivity with increasing reverse bias (although the total intensity
was less than for the same forward bias). 1In the bilayer devices the
photoconductivity was quenched with increasing bias. Chopping frequency

studies were inconclusive.
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PHOTOCONDUCTIVITY STUDIES OF THE POLYMER 6FPBO

Barney E. Taylor

Introduction

The physics group of the Polymer Branch of WL/MLBP supports the
synthetic chemists by electrically and optically evaluating the prototype
polymers in order to meet the needs of the Air Force. A successful program in
the physics group is the fabrication and characterization of electro-
luminescent (EL) devices from the polymeric family known as 6FPBO [l}, whose
structure is shown in Figure 1 a). 6FPBO is one member of the polybenzoazoles
with 6F moieties which break up conjugation along the backbone and alkoxy
pendants (OCiHz:) to increase solubility. In an attempt to understand the
physics involved, complimentary studies have also been a part of the
continuing studies. Optical absorption and photoluminescence (PL) data are
routinely taken on polymers of interest as potential EL materials. EL
spectral characterization, PL, quantum efficiency, and current-voltage studies
are normally performed on EL devices in order to understand the effect of
experimental refinements and/or processing changes. Still, the discovery of
the underlying photophysics of 6FPBO is challenging task. It was thought that
photoconductivity studies might be a useful complementary study to augment the
knowledge base of 6FPBO EL devices.

A system to allow photoconductivity (PC) measurements to be routinely
performed on EL and other polymeric samples was implemented, the software
developed, baseline studies performed, and preliminary characterization of the
EL devices was accomplished. The implementation of the experimental system
will be discussed in the next section along with the necessary control
software and baseline studies. The preliminary studies of 6FPBO will be

described in the following sections.

EXPERIMENTAL

Photoconductivity Measurement System
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Several years ago, this investigator had performed PC studies on the
ladder polymer BBL. The experimental system was quite good, but it consumed
much of the real estate available in the physics lab. In the ensuing
interval, PL, a nitrogen pumped-dye laser, EL and other experiments had taken
over the area where the PC had previously been measured. Hence, it was
desired to make a more compact arrangement for measuring PC that could be
continually available. Further, it was desired to have the experiment be a
routine measurement that technicians from other groups could use without
extensive training. This meant that a greater degree of automation of the
experimental process was necessary along with more sophisticated data
acquisition / experimental control software. A detailed description of the
experimental PC system is given in the following paragraphs.

An block diagram is shown in Figure 1 b). The light source, which is
attached to the monochromator, contains both a deuterium and a tungsten-
halogen lamp that can be selected by computer control. The monochromator is
an Acton SpectraPro™ 275 monochromator with a triple grating turret
containing gratings blazed at 300 nm, 500 nm, and 800 nm. The exit slit of
the monochromator is coupled directly into the sample box, without the beam
being exposed to ambient light. A lens at the front of the sample box focuses
the light on the sample, which is located near the back wall. The chopper is
inserted between the lens and the sample. The sample chamber has numerous
portals that can be sealed with magnetic plugs. Further, heavy black cloth is
draped over the entire sample chamber area when measurements are being
performed to minimize stray light from the area where the electrical cables
enter the sample chamber. The current from the PC sample is measured
synchronously with the chopping rate by the PAR 5210 Lock-In Amplifier. A
PAR 581 Current to Voltage amplifier is used to convert the raw current into a
voltage measurable by the 5210. Although the 5210 possesses a current mode,
that mode does not allow monitoring of the dc current level using an
oscilloscope (that is not indicated on the block diagram). The oscilloscope
proved useful in several cases when the sample was undergoing breakdown or EL
devices were beginning to glow. The entire optical assembly was bolted to the
optical table to maintain alignment and light tightness for the system in the

event of accidental 'bumps' of the sample chamber or monochromator.

63-4



Data from the 5210 is passed to the computer via the GPIB bus. The
computer exercises GPIB control of the settings of the monochromator, the
selection of the lamp to be used, and the settings of the 5210. Only a few,
very important, quantities must be entered manually. One of these is the gain
of the 581 preamp. It determines the overall gain of the system. Another is
the bias applied to the PC sample which is necessary if one wishes to convert
the photocurrent into a photoconductivity.

Control software was developed in Visual Basic™ to control the
experiment, to acquire the data, and to maintain a database of experimental
settings along with a description of the sample. The process of developing
the software was to start with the most rudimentary control of the
monochromator and reading of the 5210. The program was successively revised
adding increased functionality at each step. Once the control/data
acquisition functionality was in place the user interface for that part was
polished to make the program accessible to 'non experts' such as summer
students or technicians from other groups.

A major effort was required in performing the baseline calibration of
the PC to account for the differing number of photons from the lamp at various
wavelengths. A PAR 4000 Optical Multichannel Analyzer (OMA) was used along
with an Oriel 63358, NIST traceable, calibrated tungsten lamp. The lamp was
set up distant from the entrance slit of the OMA and allowed to stabilize in
temperature. A spectrum of the calibrated lamp was taken and saved along with
a dark background. Then the lamp was turned off, and the Acton monochromator
with its integral lamps was placed on jacks near the entrance slit of the OMA.
It was discovered that the beam was sufficiently intense, so that focusing of
the light onto the entrance slit was not required. The Acton was set to a
wavelength shorter than the shortest measurable by the OMA, and a continuous
scan was initiated that ended at a longer wavelength than the OMA was set to
measure. A background was also taken with the exit slit of the Acton
monochromator blocked. The relative intensity of the light from the Acton was

calculated as follows:

Acton — Actonp,ceround

Rel Intensity= NIST Response
Cal Lamp- Cal Lameackground
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The monochromator was much closer to the OMA than the calibrated lamp. It was
decided to use a relative intensity, due to the difficulty of gating the exit
slit on the Acton for a know period of time. Such a measurement could be
performed as part of a very comprehensive study. The relative intensity was
converted into the number of photons at each wavelength. That function was
then fit using non-linear least squares techniques to determine the best fit
function to the data for a particular lamp and grating in the Acton
monochromator. The best fit function was used to normalize the raw PC data
into the form of relative PC/photen.

It was fortunate to have both the tungsten and deuterium lamps attached
to the Acton monochromator. The deuterium is very bright in the near UV, but
it glows very faintly in the visible. The tungsten lamp is very bright in the
visible and near IR, but falls off very rapidly at wavelengths shorter than
about 400 nm. It is much more likely that a suitably strong excitation can be

obtained for a given material's PC response than with one lamp only.

Sample Preparation:

All of the samples investigated were prepared by Dr. Gang Du, a NRC
Fellow in the physics group. Two types of samples were studied: monolayer EL
devices consisting of 6FPBO as the active layer, and bilayer devices
consisting of a 6FPBO active layer and a PVK hole transport layer to balance
the charge flow in the device [2,3]. The active layer is typically 300 to
500 Angstroms thick. A schematic of the sample is shown in Figure 2. The
samples consisted of an glass substrate with conducting indium-tin oxide (ITO)
on it. On bilayer samples, the PVK was spin coated on the ITO, followed by
spin coating the 6FPBO. Finally metal electrodes, usually aluminum, were
evaporated on top of the 6FPBO. Monolayer samples were made in an identical
manner with the exception of omitting the PVK layer. Dr. Du typically makes 8
samples on a 2.0 by 2.0 cm substrate. The substrate was mounted in a holder,
~and fine copper or gold wires were attached to the ITO (after scraping away
the polymer layers) and to the metallized regions using high purity silver
paint. The fine wires went to turret posts, to which heavier wires were then
attached. The holder was then mounted on an adjustable stage to position the
desired sample area in the exit beam of the Acton monochromatcr. All
illumination was performed through the ITO coated glass.
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One sample, a monolayer, was constructed specifically for PC
measurements. It was spin coated 5 times to get a thicker active region.
Otherwise, it was made in an identical fashion to the monclayer EL devices.

Due to the difference in work function between the ITO and the Al, there
were sufficient internal electric fields to allow the EL samples to function
in a photovoltaic mode - i.e. without external bias. Indeed, some of the
cleanest spectra were obtained in this method. Other measurements were
performed under bias. Initially, a Keithley 237 Source Measurement Unit was
used to bias the sample using either constant voltage or constant current
modes. The 237 apparently has internal operations in the 100 Hz frequency
range that caused interference to the PC measurement. The data was much, much
noisier than the photovoltaic mode data. Other bias experiments were
Performed using 1.5 volt dry cells in series up to 6 volts. The polarity of
the bias voltage is refe;enced to that of active EL devices. An EL device is
forward biased and glows when the ITO is made sufficiently positive with
respect to the Al. Hence, we will refer to forward biased for cases where the
ITO is positive and reverse biased for cases where the ITO is negative with

respect to the metal electrode.

Data and Discussion:

Figure 3 shows the raw (unnormalized) PC spectrum cbtained for a
monolayer 6FPBO sample under photovoltaic conditions (zerc external bias) for
both the tungsten and deuterium lamp. It is quite obvious that the spectrum
contains two or more features that contribute to the spectrum. The difference
in relative height is due to the differing brightness profiles of the two
lamps used to excite the sample. The small dips and upturns at about 300 nm
(and 450 nm for the D, lamp) are artifacts of the lock-in amplifier. There is
a significant drop in the noise level when the lock-in acquires a signal and a
corresponding increase as it looses the signal. The data plotted is the
magnitude of the lock-in signal measured in volts. The photocurrent is that
value multiplied by the conversion gain of the 581 current to voltage pre-amp.
The total photocurrent is about 20 times greater for the tungsten lamp than
the deuterium lamp. This can be understood in terms of the decreasing
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brightness of the D, lamp in the 300 to 450 nm region. The inset on the right
hand graph of Figure 3 shows the transmittance of the ITO coated glass used as
a substrate. The transmittance is for the as received material. During the
preparation of samples, Dr. Du performs some processing of the glass that
leads to a better device yield. While the processing should not alter the
shape of the ITO absorption, it could increase the transmittance by making the
ITO layer thinner in the samples relative to the as received material -
assuming the absorption is due to the ITO. In any case, the loss of PC
spectrum at about 300 nm can easily be understood. Effectively none of the
probe beam is penetrating the ITO-glass substrate to impinge upon the polymer.
Hence the drop of PC signal near 300 nm must be further investigated using a
different substrate or a different sample arrangement. This topic will be
addressed in the next section.

Figure 4 shows the raw PC of a bilayer EL device (consisting of
ITO/PVK/6FPBO/metal contact) for various experimental conditions. The left
graph demonstrates the effect of the grating used to collect the PC data.

Both gratings are about equally efficient at the long wavelength edge for 6FPO
PC, but the 300 nm blaze grating is substantially more efficient at the
shorter wavelength peak. Otherwise, the two spectra have the same shape.

This data was taken at a chopping frequency of 14 Hz tc reduce the noise level
on the signal. The right graph of Figure 4 shows two different effects: The
first is the minimal effect of changing the chopping frequency. The noise
level increases substantially at 414 Hz, and the signal is slightly smaller.
Other than chopping frequency, the two runs were made under identical
conditions. The sample was biased at a voltage of 1.5 V using a dry cell
battery. The second observation is that the relative intensity of the two
peaks has shifted relative to zero bias. The data was taken using the 500 nm
blaze grating, so the filled squares on the two graphs are comparable. We see
that the shorter wavelength feature is depressed relative to the longer
wavelength feature, and that the entire PC response is greatly enhanced by the
biasing. This is not too surprising since the increased electric field will
tend to sweep carrier pairs to opposite electrode, preventing their
recombination and reducing the photoluminescence of the device. The left hand
graph of Figure 5 shows the same device under 3 volts of forward and reverse
bias. The effect of further increasing the forward bias voltage is shown in
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the right hand graph of Figure 5. The 3V curve represented by the open
circles is the same data on both sides. The effect of reversing the bias is
dramatic. The forward biased {3 V) peak is approximately 30 times larger than
the reverse biased peak at 405 nm. The 340 nm peak 1s only about 4.5 times
larger under forward bias. At 4.5 V forward bias, the device is unstable,
most likely due to the fact that it is nearing its turn on state. While the
peak is much noisier, it is indeed much larger. The amplitude of the 405 nm
peak is increased by a factor of 3 when increasing the bias from 3.0 to 4.5 V.
The increase in amplitude (or total area) is definitely not linear. A 50%
increase in the bias leads to a 300 % increase in the PC with an overall
degradation of the signal quality.

Figure 6 shows the dependence of the PC of a forward biased 6FPBO
bilayer device upon probe intensity. Neutral density filters were inserted
between the chopper and the sample and the spectra recorded. The average
value of the 3 points centered on 404 nm was computed and plotted against the
fractional transmittance of the neutral density filter. It is gquite apparent
that the PC scales linearly with probe intensity for this device. The
dependence on bias voltage of the bilayer is different from that of the 5
times spun monolayer sample that was prepared exclusively for PC measurements.
Figure 7 shows the response of the monolayer under comparable reverse and
forward bias voltages. The scales are identical, the curves were plotted
separately as an aid to the eye. The amplitudes of the peak at 404 nm and the
total area were plotted as functions of bias. The curves resulting plots grew
monotonically, but were not well described by parabolic or exponential
functions. With only 4 points, it seemed improper to try to find a fit to a
more complicated function without sound theoretical backing of that function.

Figure 8 presents prototypical PC/photon and 6FPBO absorbance as a
function of photon energy for both bilayer and monolayer devices. The left
graph is for the bilayer 6FPBO/PVK device probed using the D, lamp. The
scales were chosen to make the amplitude of the 3.1 eV features comparable in
the absorbance and the PC/photon. The PC exhibits less well defined structure
than the absorbance. Additionally, the PC seems to lead the absorbance at the
band edge. The right graph is for the monolayer device probed with a tungsten
lamp. The two curves represent possible normalized results. Unfortunately,
several of the OMA files needed for normalization were accidentally rewritten
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or recopied. It is not possible to determine which file is associated with
which grating on the Acton monochromator. This misfortune severely limits the
ability to meaningfully analyze the PC data until the calibration measurements
are repeated.

The cutoff of the PC around 300 nm appears to be an artifact of the
transmittance of the ITO coated glass. While the glass has been processed
before making devices, the transmittance should be similar to that of virgin
ITO coated glass (shown in Figure 3). Transmittance data taken locally on the
as received ITO material indicates that the substrate material ceases to
transmit by 4 eV. Hence the PC would naturally go to zero, as the probe
intensity goes to zero. The process of normalizing the data will need to be

amended to include the transmittance of the processed ITO glass.

SUMMARY AND SUGGESTIONS FOR FURTHER STUDY

The photoconductivity of 6FPBO devices is very interesting. Although
the PC response is weak, the PC mimics the shape of the absorption of 6FPBO.
This would indicate the absence of significant trapping levels that would
remove carriers from the PC process, yet be able to absorb the incident
photons. The linear dependence of the PC on the probe intensity suggests that
the probe beam is not sufficiently intense to alter the PC spectrum. The PL
of 6FPBO has been measured using a nitrogen pulsed laser as the pump, and an
intensity dependent PL profile has been observed [4]. It was observed that
the baseline noise in the PC measurements increased with chopping frequency.
Normally the noise decreases with increasing frequency - up to about 400 Hz.
390 Hz is often chosen as the optimum choice for minimizing the noise in lock-
in with an input impedance of 1 megohm. However, the PC noise level increases
with chopping frequency above about 40 Hz. The data presented earlier hints
that there might be a slight dependence on the chopping frequency, but it is
possible that the sensitivity of the system is falling at higher chopping
frequencies and the result is not valid. In any case, the dependence of the
PC on chopping frequency is slight as compared to the extreme dependence in
the polymer PPV [5].

The bias results are very interesting. The PC of the bilayer device is
quite distinct from that of the monolayer. At zero external bias, the bilayer
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device has a very clean PC spectrum while the 5 times spun monolayer spectrum
is hidden in the noise. For the bilayer device, the built in electric fields
associated with the difference in the work function of ITO and Al provide the
electric field gradient, and the PVK layer provides a mechanism to facilitate
the transport of holes. The monolayer device would have a smaller gradient
(due to the increased sample thickness), and would have no layer to facilitate
the transport of holes at zero bias. Hence, the lack of a zero bias PC
spectrum above the noise level is not surprising. As increasing forward bias
is applied to each sample, the electric fields increase in each device and the
amount of charge transported increases. Under reverse bias, the bilayer
device almost ceases to function, probably because the PVK hole transport
layer would need to transport electrons instead. The monolayer device
experiences a field that is opposite of the built in field and shows a net PC
under reverse bias that is smaller than under the same forward bias. It seems
that one should be able to learn something about the nature of the built in
potential by comparing PC spectra that have comparable maximum amplitudes.
From Figure 7, this would be on the order of one volt. The PC grows |
supralinearly with increasing bias. With only 4 data points, it was not
possible to determine the best empirical fit to the data.

It is planned to revisit the calibration of the raw data using the OMA
and the calibrated light. Once this has been completed, the existing data can
be properly normalized and interpreted. Several interesting prospects exist
for further study. The PC could be measured as a function of temperature. A
cryostat exists that is capable of spanning the range from about ~-160° C to
250° C. With full PC spectra at a number of temperatures between those
limits, one could determine whether thermally activated processes are present,
and, if present, what the activation energy is.

In other polymeric systems, a stark contrast has been observed between
the sandwich structure (used in this study) and the surface cell structure of
a polymer film on a nonconducting substrate with metallic electrodes applied
adjacent to each other. Rather than crossing predominantly from chain to
chain, the carriers could move along the chains more with less interchain
hopping. Also the surface cell geometry should reveal the true shape of the
6FPBO PC for shorter wavelengths. 1In the surface cell geometry, the 6FPBO can
be illuminated directly, without having to pass through the ITO-glass
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substrate. Frequently, there are differences in the shape of PC spectra from
surface and sandwich geometries. Hence, the final spectral profile might not
be that of the sandwich configuration. Perhaps a sample could be spun using a
much thinner ITO layer on a quartz substrate to see if the shape of the PC
line in the two geometries is the same.

Finally, a suitably quiet bias source is needed so that PC measurements
can be made at other bias voltages than those obtained from electrochemical

batteries.
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a) Structure of 6FPBO

b) Block diagram of the experimental PC system.
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Figure 1. a) The structure of the polymer 6FBO used in this investigation.
b) A block diagram of the experimental system for measuring
photoconductivity.
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Unnormalized (Raw) PC of 6FPBO Monolayer vs Wavelength
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Figure 3. Unnormalized PC data for a 6FPBO monolayer obtained using the deuterium

and the tungsten lamps. The inset shows the transmittance of the ITO coated glass used
as a substrate for the samples.
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Raw Photocurrent of 6FPBO Bilayer vs Wavelength
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Figure 5. The effect of bias on the raw PC of the bilayer 6FPBO EL device.
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Figure 7. The PC of a 5 times spin cast monolayer 6FPBO sample made

specifically for PC studies. A family of curves is shown for various bias voltages in

both forward and reverse bias conditions.
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Absorbance and PC per Photon versus Photon Energy for 6FPBO Devices
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HIGH VELOCITY PENETRATION OF LAYERED CONCRETE TARGETS WITH SMALL
SCALE OGIVE-NOSE STEEL PROJECTILES
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Abstract

New Air Force designs for manned aircraft continue to follow the recent trend of internal weapon
carriage for RCS considerations. Therefore, future penetrator designs must accommodate
reduced mass and volume constraints. To meet these requirements the Air Force is focusing on
smaller penetrators. A key technical issue associated with the small penetrators is high velocity
impact phenomenolgy, especially into layered concrete targets. This report summarizes the
results of a preliminary study to evaluate the effects of layering on the penetration of small scale
projectiles. The results of the study indicate that layered targets experience a significantly larger
amount of penetration than the corresponding monolithic target. A small scale testing program is
recommended to investigate the problem further.



HIGH VELOCITY PENETRATION OF LAYERED CONCRETE TARGETS WITH SMALL
SCALE OGIVE-NOSE STEEL PROJECTILES

Joseph W. Tedesco

r ion

New designs for manned Air Force aircraft continue to follow the recent trend of internal weapon
carriage due to reduced radar cross-section (RCS) and stealth considerations. For example, the
F-22 currently has two weapon bays, each having a capacity of 1000 Ibs. Therefore, future
penetrator designs must accommodate these mass and volume constraints, and large externally
mounted penetrators may eventually be phased out.

To meet these requirements, the Air Force is focusing on smaller penetrators (e. g. the 250 Ib class
MMT), with the ability to maintain or exceed the performance criteria of the currently deployed
2000 Ib penetrator. These performance criteria raise several key technical issues which must be
addressed. One of the most important of these issues is the increased striking velocity
requirement for the smaller penetrator. Current focus is on high velocity impact phenomenolgy in
the range of 3000 to 8000 fps.

Over the past 40 years a large database for projectile penetration into geological materials and
concrete has been developed by Sandia National Laboratories (SNL) and the Waterways
Experimentation Station (WES). However, until recently, the issues concerning high velocity
penetration into concrete targets has not been addressed.

The most comprehensive studies of high velocity penetration into concrete targets have been
conducted at SNL by Forrestal et al [1,2,3,4,5] Alltests were performed using the small scale
penetrators shown in Figure 1 and monolithic concrete or grout targets. Consequently, a database
for high velocity penetration into layered concrete targets does not exist. Interest in penetration
into layered targets has recently been piqued for several reasons: 1) cold joint construction of
hardened facilities and 2) construction of multiple burster slab layers. However, of more
significance is the fact that the majority of full scale testing on concrete targets employ some type
of multiple layer target configuration to depict a monolithic target. This procedure may result in
significant error with respect to assessments of penetration effectiveness.

Objectives and Scope

The objectives of this study are to provide a preliminary quantification of the effects of layering on
penetration into concrete targets by using existing analytical techniques and to design a test matrix
for high velocity penetration of small scale ogive-nose steel projectiles into layered concrete
targets. The physical characteristics of the small scale projectile are illustrated in Figure 1 and
summarized in Table 1. The inventory of existing targets is presented in Table 2. All targets are
30 in square plates of variable thickness.




Table 1. Steel Projectile Data

Weight 0.15Ib
Length 3.5in
Diameter 0.5in
CRH 3.0

Yield Stress | 180000 psi

Elongation | 18%

Table 2. Existing Targets (fc=8000 psi)

Number Thickness (in)
20 1.375
14 275
8 4.125
2 4375
10 55
6 8.25

Prediction Meth for Extrapolating Experimental Resul

There are three basic approaches to predicting penetration of projectiles into geological materials
and concrete [6]: 1) empirical methods, 2) analytical methods and 3) numerical modeling
techniques. The level of sophistication for use of these methods varies from very simplistic to
extremely complex.

The empirical methods trace their development to either SNL or WES. The SNL empirical
methods development are attributed to either Young [7] or Forrestal [4]. WES also proposed
several empirical methods, but the one most applicable to concrete was that developed by Bernard
[8]. Of these methods, only Young's, which is embodied in the SAMPLL [7] computer program
can accommodate layered target structures.

The analytical methods developed for penetration are based upon either the cavity expansion
theory (CET) or the differential area force law (DAFL). The CET (either spherical or cylindrical)
assumes the resistance to penetration to be the sum of the shear resistance of the target, and of the
inertial effects of projectile movement in the target. The alternate analytical method, the DAFL,
provides for explicit formulations for the normal stress and tangential stress at every point on the
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external surface of a penetrator. WES has adopted and modified both these analytical techniques
and subsequently implemented them in computer programs [9, 10]. Unfortunately, neither the
CET or DAFL methods can represent layered target systems,

Numerical modeling techniques include a wide variety of finite element, finite difference and
discrete element methods. The most commonly employed of these numerical techniques are
Lagrangian finite element codes such as EPIC3 [11] or Eulerian finite difference codes such as
Hull [12]. Evaluation of penetration phenomena via these codes is generally very computationally
intense, even for monolithic structures. Numerical simulations of layered structures without
experimental data to corroborate the results would be extremely difficult, if possible at all.

ncrete Penetration Using SAMPLL

Before attempting to assess the effects of layering on penetration, a limited parametric study of
high velocity small projectile penetration into monolithic concrete targets was conducted using the
empirically based penetration code SAMPLL. The basic SAMPLL penetration equation into a
semi-infinite half space of concrete is given by

D=0.0008SN(WIA)"(V-100) (1)

where

= penetration distance (ft)

penetrability of target (dimensionless)

nose performance coefficient (dimensionless)
penetrator weight (Ibs)

cross-sectional area (in%)

impact velocity (fps)

<pgZng
I

The S term in Eq (1) is an empirical measure of concrete target penetrability; the higher the S
number, the greater the projectile penetration into the target. The S number is given by the
expression

0.3
$=0.085K K,(11 —P)(CTxTH)"""’( 3@) @)

UNC
where
P = reinforcement index (0=no reinforcement; 3=heavy reinforcement)
CT = curetime in years (CT<1.0)
TH = thickness of target in penetrator diameters

UNC = unconfined compressive strength (psi)
K, (F/W,)"%, F=20 for reinforced concrete, F=30 for unreinforced concrete

W, = target width in penetrator diameters (note that K,=1.0 for W,>F)

K, = 2/,

D, = lateral distance to nearest edge in penetrator diameters (note that K,=10
for D,>2)
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Close scrutiny of Eq (2) reveals that the target penetrability (S-number) is a function of the
concrete compressive strength, amount of steel reinforcement, cure time and the relative thickness
of the target. A very obvious omission in the S-number equation is a term to account for the
density of the target material.

In applying this expression to small scale projectiles several important observations can be made.
First, the K, and K, terms in Eq (2), which account for target edge effects, generally maximize at
1.0. Second, the TH term which specifies the relative thickness of the target may be unusually
high for small scale penetrators. The combination of these effects can result in an unrealistic S-
number for small scale penetrators. For example, suggested S-numbers for concrete and
competent rock are presented in Table 3. In Table 4, S-number calculated for the 0.5 in diameter
projectile penetrating a 30 in diameter by 36 in long cylindrical unreinforced concrete target are
presented for several different values of UNC. A comparison of these Tables indicates a
discernible discrepancy between the suggested and calculated S-numbers,

Table 3. Suggested S-Numbers

Material S-Number

hard rock 0.7
strong reinforced concrete 0.8
weak unreinforced concrete 1.1

Table 4. Calculated S-Numbers (30 in diameter by 36 in long cylindrical target)

UNC (psi) S-Number
5000 0.72
6000 0.68
7000 0.65
8000 0.63

To calibrate the SAMPLL code for the small scale projectile, a family of penetration curves were
generated for a wide range of S-numbers. Since the SAMPLL code can only accommodate
penetrator weights in increments of 0.1 lbs, two sets of penetration curves had to be generated to
predict the penetration of the 0.15 Ib projectile. Penetration curves for 0.1 Ib and 0.2 Ib
penetrators are presented in Figures 2 and 3, respectively. The penetration of the 0.15 Ib
penetrator can then be estimated by averaging the results obtained from the 0.1 Ib and 0.2 Ib
penetration curves.
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To illustrate the use of the penetration curves, consider the case of the 0.15 Ib projectile impacting
the 30 in diameter cylindrical target at a velocity of 1.5 km/s (4900 fi/sec). The penetration
results for both the 0.1 Ib and 0.2 Ib penetrator are summarized in Table 5 for a wide range of S-
numbers. The average penetration depth, which represents the penetration of 0.15 Ib projectile, is
presented in the last column of Table 5.

The actual penetration depth for this test was measured to be 19.84 in. For a UNC of 6000 psi
for the target concrete, the calculated S-number is 0.68. For this S-number the penetration depth
estimated from Table 5 is approximately 15 in, which underestimates the measured penetration by
approximately 25%. However, for an S-number of 0.9, which would be representative of the
suggested S-number for a strong unreinforced concrete, then the penetration depth estimated
from Table 5 is approximately 20.3 in, which is within 2% of the measured value. This example
clearly indicates the importance of selecting the appropriate S-number in estimating penetration
depth.

Table S. Penetration into Cylindrical Target (Import Velocity=4900 ft/sec).

W (lbs) S D (in) D, (in)

0.1 1.2 19.0

27.0
0.2 1.2 35.0
0.1 1.1 17.5

24.8
0.2 1.1 32.0
0.1 1.0 16.0

22.5
02 1.0 29.0
0.1 0.9 14.5

203
0.2 0.9 26.0
0.1 0.8 12.5

18.0
0.2 0.8 23.5
0.1 0.7 11

15.5
02 0.7 20
0.1 0.6 10

13.8
02 06 17.5




Penetration of Layered Concrete Targets

In an attempt to lend some insight to the effects of layering on penetration, a series of penetration
simulations of a variety of layered targets was conducted using the SAMPLL code. For a target
system comprised of multiple layers, several modifications of the basic penetration expression
given by Eq (1) are employed by the SAMPLL code. First, the S-number is calculated for each
individual layer in the target, rather than the S-number for the corresponding monolithic target.
Second, as the projectile exits a layer, an exit velocity is calculated. This exit velocity is then
employed as the impact velocity for the next layer. This recalculated impact velocity is then
substituted for V in Eq (1) to determine the penetration into the layer. The exit velocity from any

layer is calculated as
JRYE
V2—2g0{ T——"]r 3)
K,

exit velocity from layer (fps)

impact velocity at layer

32.2 fi/sec?

average acceleration of projectile

thickness of layer (ft)

nose length of projectile (ft)

constant = (a) 2, for no soil over or under concrete
(b) 3, for soil under concrete only
(c) 4, for soil over concrete only

Vexﬂ:

where

<
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The average acceleration term, a, in Eq (3) is estimated as

2
a= ._V_ (4)
2gD

where V is the impact velocity for the layer and D is the calculated penetration into the layer.

To quantify the effects of layering on penetration, two series of layered target systems were
investigated using the SAMPLL code. The baseline monolithic systems for the layered systems
investigated were a 16.5 in thick concrete target having a UNC of 8000 psi and a 24 in thick
concrete target having a UNC of 5000 psi. All targets investigated were 30 in square.
Penetration curves for the monolithic 16.5 in thick and 24 in thick targets are presented in Figures
4 and 5, respectively.
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For the 16.5 in thick target, two layered systems were investigated. The first system consisted of
two layers, each having a thickness of 8.25 in; the second system investigated consisted of four
layers, each having a thickness of 4.125 in. Penetration curves for the two layer system and four
layer system are presented in Figures 6 and 7, respectively. The corresponding percent increase in
penetration curves are presented in Figures 8 and 9, respectively.

For the 24 in thick target, three layered systems were investigated. The first system consisted of
two layers, each having a thickness of 12 in; the second system investigated consisted of three
layers, each having a thickness of 8 in; and the third system investigated consisted of six layers,
each having a thickness of 4 in. Penetration curves for the two layer system, three layer system
and six layer system are presented in Figures 10, 11 and 12, respectively. The corresponding
percent increase in penetration curves are presented in Figures 13, 14 and 15, respectively.

Close scrutiny of the percent increase in penetration curves indicates that layering the target
structure may yield a significantly greater amount of penetration compared to the corresponding
monolithic target. For the 16.5 in thick targets, the two layer system can experience an increase
in penetration in excess of 25% (refer to Figure 8) and the four layer systems can experience an
increase in penetration that approaches 50% (refer to Figure 9). For the 24 in thick targets, the
two layer system can experience an increase in penetration in excess of 25% (refer to Figure 13),
the three layer system can experience an increase in penetration exceeding 40% (refer to Figure
14), and the six layer system can experience an increase in penetration approaching 70% (refer to
Figure 15).

Conclusions and Recommendations

Indeed, penetration of layered concrete target structures is a very complex phenomenon which is
not well defined and poorly understood. Moreover, due to the lack of experimental data pertinent
to the subject, the problem may not be conducive to a reliable analytical formulation and solution
at the present time.

To establish a preliminary database for penetration into layered concrete target systems, a small
scale test program is recommended. The projectile to be used in the experiments is described in
Table 1 and Figure 1. The existing 30 in x 30 in plate targets, summarized in Table 2, shall be
used in the study. A test matrix for the experimental program is presented in Table 6. The test
matrix was constructed to deploy 100% of the inventory of the existing targets. An impact
velocity of 1 km/s (3000 fps) is recommended for the projectile in all tests.




Table 6. Test Matrix For Existing Targets (Import Velocity=3000 fps).

Plate Combinations

No. No.
£ Total of
1375 275 | 4125 | 4375 55 8.25 Pl° tim) | o
(in) (in) (in) (in) (in) (in) ates ests
2 2 16.5 3
12 12 | 165 1
6 6 16.5 2
4 4 16.5 2
3 3 16.5 2
8 1 9 | 165 1
2 1 1 4 15.375 ]
1 2 3 15.375 1
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Fig. 1. Projectile gcometrics for the grout targets. Caliber-radius-head Y =3.0for(a)and ¢ =4.25for
(b). D = approximately 50.8 mm, adjusted to obtain 0.064 kg.
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A VHDL MODEL SYNTHESIS APPLET IN TCL/TK

Krishnaprasad Thirunarayan
Associate Professor
Department of Computer Science and Engineering
Wright State University

Abstract

VHDL Model Synthesizer is a tool that enables a circuit designer to generate
VHDL descriptions by customizing entity-architecture templates residing in the design
database. Currently, the tool, written in Tcl/Tk, is distributed in the standard “*.rar.gz”
format that must be downloaded and installed locally by each user. The goal of our work
is to convert this tool into an applet in Tcl/Tk (called a tclef) residing on a web-server, to
enable users to run it remotely in a web-browser (such as Netscape Navigator). The
main benefit of this work is that only the master copy needs to be maintained, and the
users are always guaranteed to have access to the latest version of the tool and the design

database.

An effort is also underway to improve and port the VHDL-93 Design Description
Browser tool, implemented using SWI-Prolog and Tcl/Tk, from the UNIX environment to
the Windows-95/NT environment. This is being done by converting the TeX files
(containing the parser code) into HTML documents, and rewriting the filter program and

the Graphical User Interface in Java.
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A VHDL MODEL SYNTHESIS APPLET IN TCL/TK

Krishnaprasad Thirunarayan

Introduction

VHDL Model Synthesis Tool, written in Tcl/Tk by James Todd of OSU,
enables a circuit designer to pick from a number of entity-architecture templates
residing in the design database, and generate a customized VHDL design description
by supplying values for the relevant parameters. Currently, this tool is distributed in
the standard “*.tar.gz” format, and must be downloaded and installed locally by each
user. The goal of our work is to convert this tool into an applet in Tcl/Tk and place it
on a web-server so that it can be run via a web-browser (such as Netscape Navigator)
remotely. The main benefit of this approach is that only one master copy of the tool

and the design database need to be created and updated.

We are also trying to port the VHDL-93 Design Description Browser tool,
implemented using SWI-Prolog and Tcl/Tk, from the UNIX environment to the
Windows-95/NT environment. This is being done by converting the TeX files
(containing the parser code) into HTML documents, and then rewriting the “filter”
program (currently implemented in lex and requiring flex/gcc or lex/cc to run) and the

Graphical User Interface part (currently implemented in Tcl/Tk) uniformly in Java.

Discussion of the Problem

To enable the browser to run Tcl/Tk code, a suitable plug-in needs to be installed
in the browser. However, we were swamped with a host of problems, in part due to
the diversity of the browsers and the platforms, and the subtle differences between the

various versions of the plug-in even for the same browser and the platform.
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The Tcl/Tk plug-in is readily available for Netscape Navigator 3.01 installed
on SPARC/SUN-OS 4.1.4 and we confined our attention to it for starters. Even here,
there are two versions of the plug-in: Version 1.1 and Version 2.0. The former plug-in
implements Safe-Tcl, a severely restricted subset of Tcl. This subset is inadequate for
our purposes because the VHDL Model Synthesizer tool uses Tcl commands such as
source, exec, open, etc that are not permitted in Safe-Tcl, and the tclet requires
primitives for downloading files from a URL and manipulating them locally. So, we

experimented with Tcl/Tk Version 2.0 (Alpha release) plug-in.

We now describe the conversion of the VHDL Model Synthesizer into a tclet ,

and the configuration of the Tcl/Tk plug-in Version 2.0 (Alpha) to run the tclet.

Methodology
The Tcl/Tk Version 2.0 (Alpha) plug-in extends Safe-Tcl in a controlled

fashion by supporting various different Security Policies. Each security policy
introduces or reinstates an additional set of Tcl-commands (over and above those of
the Safe-Tcl) for use in the tclet. For security reasons, these policies cannot be
composed freely. That is, even though the individual sets of commands are reasonably

safe, their union is potentially unsafe.

We first present some useful (albeit general) information we gleaned out of the
sparse documentation available with the plug-in, and from email correspondences with
Jacob Levy, the technical contact at SUN Microsystems responsible for the plug-in.
We believe that these remarks will be helpful to those who wish to convert a Tcl/Tk

application into a tclet.

e To allow a tclet to use all the commands in Tcl/Tk, both the “server” tclet
and the client-site plug-in need to be changed. Each tclet requests the desired
level of access using “package require Trusted”. The client-site grants the tclet
the desired permissions by adding the tclet’s URL to “trusted_tclet” array in
the file “$SHOME/shared/policies/trusted.data”.
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For the policy files to be loaded correctly, the environment variable
TCLLIBPATH needs to be set to “$SHOME/shared/policies” in the client shell
before it fires up the browser. The auto_path variable of the plug-in contains
the directories from which Tcl-scripts are automatically loaded on demand.

The auto_path variable is initialized using TCLLIBPATH.

For debugging purposes, one can create a Tcl Plug-in console by setting the

environment variable TCL_PLUGIN_CONSOLE to 1.

setenv TCLLIBPATH $HOME/shared/policies
setenv TCL_PLUGIN_CONSOLE 1
netscape &

$HOME is the default location for the shared-directory.
In the console, one can echo the value of auto_path and print the value of

trusted_tclets array.

echo $auto_path
parray trusted_tclets
For proper installation, the former must contain “$HOME/shared/policies” and

the latter must contain URLs for the trusted hosts.

Typically, one can develop the code using local files and then run it finally
from the web-server. This approach is not feasible for our case because the

URL'’s that start with “ftp://*” cannot be used with these security policies.

Our web-server, called Webstar, runs on a Macintosh. This initially
identified a “*.¢cl” file as a text/plain, rather than as application/x-tcl,
causing the browser to misbehave even when the plug-in was installed

correctly.

Transferring files to/from the Mac using ftp must be done in binary mode.
Otherwise, the browser displays the text of the “*.tcl”-file, rather than

interpret it as a script. Use ncftp to improve matters.
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e The Netscape Navigator 3.01 on SPARC/SUN-OS 4.1.4 (violin.cs.wright.edu)
behaves differently from Navigator 3.0 on SPARC/SUN-OS 4.1
(fleetwood.aa.wpafb.af.mil) even when both have the plug-in installed. In
particular, the latter still displays the tcl-file rather than running it, even when
the web-server identifies the file correctly. The Tcl/Tk plug-in for Navigator
3.01 and Explorer 4.0 on Windows 95 PCs do not seem to have customizable

security policy yet.

e Eventually, we feel we may need a UNIX-based web-server, in order to use

standard UNIX utilities in a Client-Server mode through CGI-scripting.

We now describe, in sufficient detail, all the changes made to the VHDL Model

Synthesizer code to turn it into a tclet.

o Concatenate all the three tcl-files vhd_gui.tcl, vhd_proc.tcl, and common.tcl

into one file called gui.tcl. This eliminates “source”-lines in vhd_gui.tcl.
cat vhd_gui.tcl vhd_proc.tcl common.tcl > gui.tcl

e Make gui.tcl executable, and replace the first “#!"-line in gui.tcl (due to

vhd_gui.tcl) by
#/apps/tcl_tk/tcl/tk8.0b2/unix/wish  -f (on hustler
#!/usr/local/bin/wish -f (o/w)

¢ Many UNIX systems do not allow the “#!”-line to exceed about 30
characters in length. So a better approach is to start the script files

with the following three lines:

¢ #l/bin/sh
¢ # the next line restarts using wish \
¢ exec wish "$0" "$@"

For details, look at the man-page for wish.
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Hard-code global(environment) variable values by redefining proc SetPaths as

follows:

proc SetPaths {} {

# Set global env variables.

global VMGD_LIB VMGS_LIB

set VMGS_LIB /usr/export/home/ele2/tkprasad/osu_stuff
# on: fleetwood/hustler.aa.wpafb.af.mil

#set VMGS_LIB /nfs/valhalla/users26/cs/tkprasad/osu_stuff
# on: violin.cs.wright.edu

#set VMGS_LIB http://www.cs.wright.edu/people/faculty/tkprasad/osu_stuff
# on: www.cs.wright.edu

set VMGD_LIB $VMGS_LIB/lib

return 0

¢ VMG_OUTPUT has been deleted. Instead, the VHDL output is stored
on the client site at a fixed location determined by the plug-in and the

embed-statement in the file “gui.html” as explained later.

The Browser Security Policy of the plug-in supports additional primitives to
download files over the web from a given URL, and manipulate them locally. To
enable this policy, modify the file “../shared/policies/browser.data” by
adding the tclet URL as follows.

array set browser_tclets {

http://130.108.20.20/* 1
http://www.cs.wright.edu/* 1

}

The tclet must now request Browser Security Policy as follows.

package require Browser




¢ We illustrate this further using the following scenerio. To create the

GUI window, the tclet requires
http://www.cs.wright.edu/people/faculty/tkprasad/osu_stuff/lib/database.txt

It first downloads this file to the local disk over the web and stores it
as “database.txt” in the directory “VHDL” created inside
“$HOME/.browserTmp/public/”. The directory name is specified in
the embed-statement in “gui.htm!” as

<embed

src=http://www.cs.wright.edu/people/faculty/tkprasad/osu_stuff/gui.tcl
width=1400 height=700 directory=VHDL>

The actual downloading is accomplished using the primitive
browser_getURL $fileURL FileReadCallback

defined for the Browser Security Policy. The callback stores the data
read into alocal file (Whose name is the part of the URL following

the last “/’) after replacing CNTL-M’s in the data by newlines.

proc FileReadCallback {URL Reason Contents} {
CallBackCheck $URL $Reason
CacheData $Contents [lindex [split $URL/] end] w
}
proc CacheData {Data FileName Mode} {
regsub -all "AM" $Data "\n" Lines
set FilelD [open $FileName $Mode]
puts $FilelD $Lines
close $FilelD

e The following code exhibits very different behavior when run using standalone

wish from that using the Tcl/Tk plug-in for Netscape 3.01.
while {[gets $FilelD line] >= 0} {
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if {[lindex $line 0] == "class"} {
} else {

1

In particular, the plug-in generates an “unmatched brace error” at [lindex $line 0]
when the line is bound to the incomplete command “if {} {”, while the wish works

fine. This situation arises when reading a multi-line conditional from a file.

This problem can be fixed by ensuring that a complete tcl-command, rather than
just a line, is read before invoking lindex as follows.
while {[info complete $line] == 0} {
append line [gets $FilelD]

}
The entry boxes in the GUI-area of the Netscape window (due to Tcl/Tk) can be

filled in only after moving the mouse away from the GUI-area. The cause of this

bizzare behavior is unclear.

Finally, after garnering all the relevant information about the entity-architecture
pair from the user through the GUI, the tclet can download relevant VHDL-

template files from the web-server and run the pre-processor to customize them.

¢ Due to a bug in the plug-in, primitives such as tkwait and vwait are not
available. So there is no simple way of making the main program wait for the
download to complete and the callback to return. (This problem is going to be
rectified in a future release of the plug-in.) The precise cause of race condition

is unclear, but it may be that the callback is executed in a separate thread.

¢ As atemporary “fix”, we can get by with the following hack: Repeatedly
press the “OK” button on the GUI to enable it to download all the relevant
files. At the end, it will synthesize the relevant VHDL file. However, it will
also create a bunch of windows, one for each VHDL template file
downloaded, heralding error about the premature death of the interpreter.
This is very likely generated because the main thread exited before the

callback threads (that were busy downloading) return later. We can safely
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ignore the error messages because the downloading has been completed and
the final result has been generated. All these problems will go away once we

have access to tkwait.

e The C pre-processor cpp is used to generate the VHDL code from the templates.
Typically, the pre-processor binaries are located at “usr/lib/cpp”. In the tclet, it is
not reasonable to expect Cpp to be available on the client-site at a standard
location. Instead, we wrote the required pre-processor in Tcl to support commands
such as ifdef, ifndef, else, endif, include, etc and strip off C-style comments.

This code integrates smoothly with the rest of the Tcl/Tk code.

proc tclpp {inFile loadDir} {
global defineArray definedNames
set inFileld [open $loadDir/$inFile r]
set outStr "
set copyFlag 1
while {[gets $inFileld line] >= 0} {
set keyword [lindex $line 0]
if {[string match $keyword "#include"]} {
append outStr [tclpp [lindex $line 1] $loadDir] ]
} elseif {[string match $keyword "#ifdef"]} {
set copyFlag [info exists defineArray([lindex $line 11)]
} elseif {[string match $keyword "#ifndef"]} {
set copyFlag [expr !([info exists defineArray([lindex $line 1])])]
} elseif {[string match $keyword "#else"]} {
set copyFlag [expr !($copyFlag)]
} elseif {[string match $keyword "#endif"]} {
set copyFlag 1
} elseif {[string first "/*" $line] != -1} {
# C-style comments must begin with /* and end with */
# and can span several lines. However, the C-directives,
# tcl-commands and VHDL-code must be on separate lines.
while {[string first "*/" $line] == -1} {
gets $inFileld line
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} elseif { $copyFlag } {
set modLine $line
foreach name $definedNames {
set temp $modLine

regsub -all $name $temp $defineArray($name) modLine

}
append outStr $modLine "\n"

}else {
}
}

close $inFileld

return $outStr

}
« To replace cpp with tclpp, we need to modify the format of “defines”. In

particular, the flag “-D” is stripped off, and the default value of / is made explicit.
That is, “-D_STD” is turned into “_STD=1". This is finally translated as

defineArray(_STD) =1

o This pre-processor can be further modified to run with the tclet by changing the
action for #include. The tclpp takes a file name as input, and downloads it from
the URL (obtained by concatenating the URL for the tclet directory, followed by
lib, followed by the file name). It can be easily modified to cache downloaded files
locally or store its contents internally as a string, for efficiency reasons.
proc tclpp {inFile} { ...

browser_getURL $VMGD_LIB/$inFile FileReadCallback

# pre-processing steps as described earlier

Methodology : Porting VHDL-93 Parser to Windows-95 Environment
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The original VHDL parser has been distributed as a TeX-document containing the
design and implementation of the VHDL-87 parser and pretty printer in Quintus
Prolog (by Peter Reintjes). A lex-filter extracts the Prolog code from the tex-

document.

This system was subsequently ported to SWI-Prolog and upgraded to IEEE 1076-
1993 Standard of VHDL-93 by K. Thirunarayan et al. The overall system requires
languages and utilities that are typically available on a UNIX system and are in the
public domain (e.g., lex, gcc, tex, swi_prolog, etc.). L. DeBrock designed and
implemented a VHDL-93 Design Browser by adding a graphical user interface written
in Tcl/Tk to compose the queries, and a suitable Prolog search engine to execute the

queries.

To enable this VHDL-93 Design Browser to be usable in both the UNIX and the
Windows-95 environment, and for the ease of dissemination through the World-Wide
Web, the original TeX-document is being converted into an HTML document. To
achieve platform independence, the program to extract the parser code from the HTML

document and the GUI, is being re-written in Java.

The earlier version of the lexer stripped off the comments in the VHDL source
code. To enable browser to display the source text of the VHDL-93 code, the lexer
now maintains an association of the source files with the design units. The
assoc_file_design_unit/4 facts are asserted when a file is loaded. Each fact contains
the name of the design unit, the name of the associated file, and the beginning and the
ending character positions of the design unit in the file. This also includes the
comments that precede the text of the design unit declaration (that were not stored in

the parse tree.)

Conclusion

The VHDL Model Synthesis tool has been converted into a tclet and is now

available from the URL http://www.cs.wright.edu/people/faculty/tkprasad/osu_stuff/gui.htmi.
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It can be run in Netscape Navigator 3.01 (with the Tcl/Tk plugin Version 2) on
SPARC/SUNOS 4.1.4. The plug-in must be customized to support the “Browser
Security Policy” for the tclet. The tclet runs satisfactorily with the remaining problems

attributable to the bugs in the alpha-release of the plug-in.

In the future, the tclet will be made to work with Netscape Navigator and Microsoft
Explorer on Windows-95 after the corresponding Tcl/Tk plug-in Version 2.0
becomes available for them. (The future releases of the plug-in also promise to fix the
bugs we encountered.) The tclet will also be enhanced to accommodate the new

features as the Model Synthesizer evolves.
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Grid Level Parallelization of an Implicit Solution of the 3D
Navier-Stokes Equations

Karen A. Tomko
Assistant Professor
Department of Computer Science and Engineering
Wright State University

Abstract

The objective of my summer faculty project was to work in collaboration with the computational
scientists in the CFD Research Branch of Wright Laboratory to develop a paralle]l implementation of
FDL3DI and related tools to support the parallel solution of the Navier-Stoke Equations for unsteady
and vortical flows. My time was spent on two primary tasks: 1) Integrating the grid parallel FDL3D],
developed in 1996, with a simulation of the tail buffet phenomenon. 2) Develop a utility to split
a single grid into overlapped subgrids to increase the exploitable parallelism for the grid parallel
FDL3DI.

The tail buffet application, performs a numerical simulation of the impingement of a streamwise
vortex on a plate. The initial grid system employed 4 grids with large size discrepencies. The grid
system was manually subdivided to get 11 grids ranging to improve the processor load balance. Both
configurations were executed in parallel on the IBM SP2 at the ASC MSRC system, using 4 and 11
processors respectively. The 11 processor run on the IBM SP2 is withing 17% of the run time of the
four grid serial execution on the Cray C916 system.

In an effort to provide a convenient mechanism for decomposing a grid system into subgrids, I
developed the GridSplit utility, which decomposes a single rectangular grid into overlapped subgrids.
This tool was used to perform a preliminary scalability study of the grid parallel FDL3DI application
for uniform flow.
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Grid Level Parallelization of an Implicit Solution of the 3D
Navier-Stokes Equations

Karen A. Tomko

1 Introduction

Despite progress in parallel compiler technology, parallel aeroscience applications are still primarily hand-
crafted. This need for hand-crafting bars many computational scientist from utilizing the computational
power of modern parallel systems. The objective of my summer faculty project was to work in collabora-
tion with the computational scientists in the CFD Research Branch of Wright Laboratory to develop tools
and techniques which will allow them to take advantage of the computational potential offered by the
IBM SP2 and Cray/SGI Origin 2000 which have recently become available at the Aeronautical Systems
Center (ASC) Major Shared Resource Center (MSRC) at Wright Patterson Air Force base.

During the summer of 1996, as an AFOSR Summer Faculty Associate, I developed a parallel version
of the FDL3DI application. FDL3DI solves the three-dimensional Navier-Stokes equations using the
approximate-factorization algorithm of Beam and Warming in conjunction with a newton subiteration
procedure to enhance the accuracy for rapid fluid motion. I parallelized the Chimera version of FDL3DI
which solves the Navier-Stokes equations for multiple overlapped grids. A simple approach to parallelizing
the Chimera method was taken. Each grid is assigned to a separate processor and the interpolated
boundary points are exchanged between processors as necessary. This approach requires few modifications
to the source and relatively little communication between processors [11].

During the summer of 97, again as an AFOSR Summer Faculty Associate with the CFD Research

Branch, I worked on two tasks.
1. Utilize the grid parallel FDL3DI for a simulation of the tail buffet phenomenon.

2. Develop a utility to split a single grid into overlapped subgrids to increase the exploitable parallelism
for the grid parallel FDL3DI.

The tail buffet application, developed by Raymond Gordnier and Miguel Visbal [5] performs a numer-
ical simulation of the impingement of a streamwise vortex on a plate. The initial grid system employed
4 grids ranging in size from 69,630 grid points to 1,004,562 grid points. The grid system was manually
subdivided to get 11 grids ranging in size from 69,630 points to 207,090. Both configurations were exe-
cuted in parallel on the IBM SP2 at the ASC MSRC system, using 4 and 11 processors respectively. The
11 processor run on the IBM SP2 is withing 17% of the run time of the four grid serial execution on the
Cray C916 system.

However, due to the size discrepancies between the grids this initial parallelization of the application
is poorly load balanced, and thus underutilizes the parallel computer resources. To address this problem,
a tool to split multiple overset grids of varying size into an arbitrary number of equivalently sized subgrids

is under development. During July and August I developed the core module of this tool, the GridSplit
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utility, which decomposes a single rectangular grid into overlapped subgrids. This tool was used to
perform a preliminary scalability study of the grid parallel application.

The rest of this report provides a more in depth discussion of the two tasks outlined above and
is organized as follows. Related research is presented in Section 2. A description of the parallelization
approach is given in Section 3. It is followed by an account of using this parallel solver for the simulation of
the tail buffet phenomenon in Section 4 and a description of the preliminary automatic grid decomposition
tool, GridSplit, in Section 5. We conclude with some suggested next steps to be taken toward achieving
a scalable parallel FDL3DI.

2 Related Work

FDL3DI has been used by many scientist to compute a variety of unsteady, vortical flows. The application
is currently being used to study the aerodynamics of a full F-22 aircraft. A grid parallel version of FDL3DI
has been implemented by Tomko and is described in Section 3. In Section 4 we discuss the use the grid
parallel FDL3DI to study tail buffet. More Specifically, a numerical simulation of the impingement of a
streamwise vortex on a plate was conducted using the model and grid structure described in [5]. Parallel
FDL3DI is also being used by Donald Rizzetta to study a synthetic jet.

Many research and industrial groups have parallelized their Navier-Stokes equation solvers for parallel
machines. Several of these groups have used a grid level and/or solver level parallel approach similar to
that used in the Chimera version of FDL3DI for their multiple grid applications {1, 3. 4, 10, 12]. Ryan
and Weeratunga use a hybrid or hierarchical approach, exploiting parallelism at both the grid level and
at the solver level. Each grid is assigned some number of processors proportional to its size[10].

For implicit applications, some form of compensation code may be required to maintain numerical
accuracy when grids are broken into subgrids for parallelization. Meakin [9] and Lutton and Visbal [g]
discuss the numerical accuracy of Chimera (or overset) grid solutions for unsteady flows. Both agree that
using Chimera grid methods can compute flow fields with acceptable accuracy. However, the timestep
size may have to be reduced or the number of Newton subiterations increased as the number of subgrids
1s increased.

Many grid partitioning algorithms have been developed for unstructured grids requiring non-overlapped
domains. Two software tools providing such algorithms are Chaco [6] and Metis [7]. Blake adapts un-

structured grid techniques to overset (overlapped) grids in [2].

3 Grid Parallel FDL3DI

As reported in [11], a simple approach has been taken for parallelizing FDL3DI. Each input grid is
assigned to a separate processor. The flow equations for each grid are solved independently in parallel
and the interpolated boundary values are also updated in parallel. The boundary data is exchanged
between processors then, on each processor, the Chimera boundary conditions and the physical boundary
conditions are applied to the assigned grid.

The Single Program Multiple Data (SPMD) parallel programming style is use. The code running on
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each processor is identical and the processor identification number is used to determine which grid is
assigned to each processor. The MPI message passing library is used for interprocessor communication. .
Point-to-point communication using send and receive calls are used to exchange the Chimera boundary
data between processors.

The parallel algorithm is sketched out below.

Algorithm 1 (Parallel FDL3DI) Calculate, in parallel, the three-dimensional compressible Navier-
Stokes equations with the implicit Beam- Warming algorithm using the Chimera method for overlapped
grids. This algorithm runs simultaneously on each processor. Grids are assigned to processors by a
mapping between processor id numbers and grid numbers.

1. Initialize message passing system

2. Read in the program parameters file and the restart file (the entire restart file is read in redundantly
on each processor.)

3. Determine which boundary data elements must be exchanged between processors
4. Increment the time step
5. For the grid assigned to this processor
(a) Perform initialization
(b) Solve flow equation for current grid
(¢) Calculate flow values for interpolated Chimera boundary points
(d) Send flow values for interpolated Chimera boundary points to each processor requiring the data
(e) Wait until all Chimera boundary data are received from other processors

(f) Update flow values for Chimera boundaries with data from doner grids
(9) Apply physical boundary conditions to non-Chimera boundaries.

6. Repeat Step § for each newton subiteration
7. Repeat Steps 4 thru 6 for each timestep
8. Send final flow results for each grid to processor 0 for output

9. Qutput results to a new restart file

4 Tail Buffet Simulation

The parallel implementation of the numerical simulation of the impingement of a streamwise vortex on
a plate, was developed based on the vectorized version of the simulation which utilizes the sequential
FDL3DI application on a Cray C916 system [5]. The simulation model consisted of a delta wing that

generated a vortex which subsequently impinged on a thin plate placed downstream of the delta wing.
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Grid Grid Grid | Grid Solution
Number Dimensions Size | Time (seconds)
1 117 x 54 x 159 | 1,004,562 515.78
2 65 x 54 x 53 186,030 84.07
3 35 x 54 x 37 69,930 30.45
4 112 x 54 x 65 393,120 190.49

Table 1: Grid Sizes and Execution Times for the 4 grid simulation
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Figure 1: Time taken for solving flow equations on a single grid (NS3D subroutine) as a function of grid
size.

A Chimera grid approach in which separate overlapping grids are used for the delta wing and plate has
been used for these computations. Four grids, totaling to 1.65 million grid points. were initially employed
for this simulation. The grid dimensions and sizes are given in Table 1.

This 4 grid configuration, based on the model configuration, provides very boor load balancing for a
parallel implementation since grid 1 makes up 60.7% of the entire grid system. Since the computation
time of the FDL3DI algorithm is linear in gridsize (See Figure 1), the parallel 4 grid implementation is
limited to a speedup of 1.65 over the serial 4 grid solution.

In order to improve the parallel efficiency, Raymond Gordnier, manually decomposed the 4 grid
configuration into the 11 grid configuration described in Table 2. The delta wing grid (grid 1 in the
original 4 grid configuration) was split into grids 1-7 in the 11 grid configuration. The original delta
wing grid, an H-H grid, was split along the delta wing surface, to simplify the programming for the 11
grid case. Grids 2 and 3 of the 4 grid case are unchanged and map to grids 8 and 9 in the 11 grid
configuration. Finally, the O grid surrounding the flat plate was split into two grids, 10 and 11 in the 11

grid configuration. While still not perfectly balanced the 11 grid configuration can potentially achieve a
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Grid Grid Grid | Grid Solution
Number | Dimensions Size | Time (seconds)
1 22 x b4 x 159 | 188,892 101.63
2 86 x 30 x 36 | 92,880 35.11
3 86 x 30 x 64 | 165,120 70.29
4 86 x 30 x 64 | 165,120 70.75
5 86 x 29 x 82 | 204,508 89.27
6 86 x 29 x 82 | 204,508 88.83
7 18 x 54 x 159 | 154,548 86.20
8 65 x 54 x 53 | 186,030 84.28
9 35x 54 x 37 | 69,930 30.67
10 58 x 54 x 65 | 203,580 96.98
11 59 x 54 x 65 | 207,090 99.35

Table 2: Grid Sizes and Execution Times for the 11 grid simulation

Computer | Number | Number of Execution | Parallel
System of Grids | Processors | Time (minutes) | Speedup
Cray C916 4 1 90 -
IBM SP2 4 1 888 1
IBM SP2 4 4 498 1.8
IBM SP2 11 11 105 8.4

Table 3: A Comparison of Execution Times

speedup of 8.0 over the serial 4 grid version when executed on 11 processors.

A comparison of run times for the configurations described above are given in Table 3. The execu-
tion times have been normalized and reflect the time taken to execute 111 timesteps of the tail buffet
simulation, with NSUBMX = 2 and no turbulance modeling. For the parallel runs on the SP2 time was
measured using MPI_TIME. For the serial runs the time reported by the batch system was used. The
xIf nd mpxlf compilers with the flags -03 -qarch=pwr2 -autodbl=dbl4 where used on the SP2 for
serial and parallel programs respectively. Additionally, imprecise floating point exception handling was
turned on for the parallel runs.

Figure 2 gives the execution times taken on each processor for a 2 timestep simulation of the 11 grid
configuration. The bar chart shows how much time is spent computing the flow equations for each grid
(black), the time spent exchanging data between grids and waiting for data from other grids (light gray)
and time spend reading and writing data files (dark gray). Note small grids spend a lot of time waiting
for data from neighboring grids and overall runtime is limited by the processors with the large grids.

In the course of porting the tail buffet application from the C916 to the SP2 a few issues came up. The
first is the differences in the default size of an integer between the two systems. The C916 uses eight byte
integers te SP2 uses four byte integers. As a result of this difference some of the common block variables

were reordered to prevent misalignment on the SP2. Additionally, the floating point representations are
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Figure 2: Time taken 11 grid solution broken down by components (1/O time, Communication and wait
time, computation time).

different so numerical results vary some between the C916 and the SP2. All of the above make it difficult
to translate data files between the two systems. Some translation utilities were written in order to use
the C916 generated restart files on the SP2.

5 Automatic Grid Partitioning

The range of experimental cases evaluated for the tail buffet simulation in Section 4 is limited by our
inability to quickly decompose grids into equal sized subgrids. An automatic decomposition package is
needed to split the regular grids into any number of subgrids. This tool should allow the user control over
the degree to which each dimension is split and the amount of overlap between subgrids. In addition the
external boundary conditions of the original grid need to be appropriately applied to subgrid boundaries.

GridSplit, a grid partitioning tool for single rectangular grids, was developed this summer. It allows
the user to cut the grid in as many locations in each dimension as desired. The input to GridSplit is
a restart file (7stin) and a parameter file which gives the initial grid dimensions and the number and
location of cuts in each dimension of the grid. GridSplit produces a new restart fil= consisting of the x,y,z
coordinates and flow variables for each subgrid and an intout file which is compatible with the intout file

which is generated by Pegsus. The algorithm is outlined below.
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Number 2D or 3D

of Grids | Decomposition | IDIM | JDIM | KDIM
2 2D 100 53 100
4 2D 100 53 53
8 2D 100 29 53
16 2D 100 29 29
32 2D 100 17 29
8 3D 53 53 53
16 3D 53 53 29
32 3D 53 29 29

Table 4: Grid Dimensions for Automatically generated grids

Algorithm 2 (GridSplit) Split a single rectangular gird inlo several subgrids.

1.

2.

7.
8.

GridSplit was used to split a 100 x 100 x 100 grid into 2, 4, 8, 16 and 32 subgrids. Two types of
decomposition were performed 1) 2-Dimensional decompositions which only split the J and K dimensions
and 2) 3-Dimensional decomposition which split along 1,J and K dimensions. The grid sizes and execution

times for the various decompositions are given in Table 4 and Figure 3.

Read parameter file

Determine number of subgrids

For each subgrid

o determine dimensions

o store interpolation points into hash table

For each subgrid

o determine boundary points for inter-subgrid boundary

o for each boundary point identify doner subgrid

For each subgrid

o create list of interpolation points that will be supplied to other grids.

Read original rstin file
Write the new rstin file

Write the new tntout file
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Figure 3: Execution time for a single rectangular grid, decomposed into a varying number of subgrids.

6 Conclusion and Future Work

In this report we have demonstrated that the IBM SP2 is a viable platform for the solution of the 3D
Navier-Stokes Equations using the grid parallel FDL3DI application. An 11 grid tail buffet simulation
achieved an execution time within 17% of the Cray C916 execution time.

A preliminary GridSplit utility has been developed and demonstrated which provides a convenient
means of splitting a single rectangular grid into several subgrids. Using this tool. execution times for 2
to 32 processors where analyized. Our example decompositions which partition ir. 3 dimensions exhibit
greater scalability than 2 dimensional decompositions. Additional scalability tesis on a variety of grid
sizes and a larger number of processors are required for a more complete view of the scalability of the
application.

The GridSplit tool has many limitations which have not yet been addressed. Currently it only supports
rectangular grids. Support for O grids, C grids, H-H grids and possibly others nesds to be incorporated
to make it generally useful. It also must allow for multiple overset grids as input. Additionally a more

convenient user interface should be supplied which provides the ability to display subgrids.
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Abstract

A well-stirred reactor system was constructed and a preliminary study of its particulate
emissions was made using the University of Missouri-Rolla Mobile Aerosol Sampling system.
The test matrix included hydrogen and hydrocarbon fuels where the fuel to air equivalence ratios
were varied between lean stoichiometric and rich. Preliminary results indicate that particulate
concentrations increased by several orders of magnitude as the equivalence ratio approached 1.0
compared to those for either lean or rich regimes. The size distributions were linear in shape
between particle diameters of 10 and 250nm, with the peak at the smaller diameter. Results from
this preliminary study were presented at the NASA Workshop on Aerosols, Cleveland Ohio, July

29-30 1997.
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A STUDY OF THE PARTICULATE EMISSIONS OF
A WELL-STIRRED REACTOR

Max B. Trueblood

Introduction

The emission of particulates from jet engines has received significant interest from the
atmosphere and emissions scientific community in recent years. Earlier this year, the EPA
released a call-to-arms for particle characterization, citing the detrimental effects of small
particulates on the human body'2. This study was undertaken to examine the feasibility of using
a well-defined laboratory experiment to represent data obtained from actual aircraft emission
measurements, and to possibly provide a fuel formulation-based particle emission mitigation
strategy. The Well-Stirred Reactor (WSR) was chosen as an appropriate lab-based test venue
because it is currently the closest approximation available to an ideal, Perfectly-Stirred Reactor

(PSR) i.e. a reactor in which mixing and transport effects have been minimized.

The data obtained at Wright-Patterson Air Force Base (WPAFB) this summer is an integral part
of a much larger data set acquired with the University of Missouri, Rolla Mobile Air Sampling
System (UMR/MASS) and other aerosol diagnostic tools employed as part of the following
NASA sponsored projects: airborne field campaigns SONEX, POLINAT I & II, SNIFF and
SUCCESS and ground-based measurement venues such as the AEDC and NASA LeRC PSL

projects, SNIFF, and Air National Guard F-100 engine studies.*"?
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Experimental

The UMR/MASS approach to aerosol characterization of combustion sources is well developed.
A schematic diagram of the MASS is given in figure 1. It has been described extensively in the
literature and has been used in many test venues. A description of the complete suite of
measurements accessible with the UMR/MASS is given in Appendix 1. This preliminary study
focused on total particle emissions as represented by the total differential concentration (TCN)
and size distributions of particles emitted from the WSR using a range of fuels including H,,
CH,, and Jet A. Additional data was collected on the soluble mass fraction, morphology, and

elemental composition of the particle emissions.

The WSR (Figure 2) is a toroidal reactor in which the fuel is prevaporized and then premixed
with air and injected into a toroidal combustion chamber. The fuel/air mixture undergoes
tremendous turbulent mixing as combustion occurs. Characterization of mixing has been
described elsewhere in the literature'. This stirring process makes the WSR a very good

approximation of a PSR, and so a good model of ideal combustion conditions.

Progress

In the initial phase of this project, the final construction of the WSR was completed along with
its interface to the UMR/MASS. Specifically the UMR team assisted Wright Lab personnel with
the installation of (1) the oil-based temperature control system for the sampling probes; (2) the
nitrogen delivery and control system; (3) the Horiba Emissions Analyzers, (4) type B, C and K

thermocouples used in the experiment, and (5) the temperature control system for the heated
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transfer lines used by UMR and Wright Labs. This installation process took approximately five

weeks. All this installation work was essential prior to making particle measurements.

Calibration and Testing

When the reactor was completed, it was given several calibration runs, including one run with a
40% H, / 60% N, fuel, which was used to determine the system background particle emission
level. The remaining calibrations used methane. Initial particle concentrations observed with
methane were exceptionally high (30 million particles per cubic centimeter (pcc)); this was
determined to be due to alumina particles baking off from the inside walls of the plug flow region
(PFR). With continued heating of the internal surfaces of the reactor and the PFR these particle
emissions were seen to fall to almost zero, at which point the tests began in earnest. Test fuels
used were methane and Jet A. These fuels were varied in terms of fuel to air stoichiometric

equivalence ratio ¢ at points below, at and above 1.

Results
Table 1

Fuel Equivalence Ratio ¢ TCN (particles pcc)
H,N, 1 3.07
CH, 0.776 30,000

1.00 1,700,000

1.30 800,000
Jet A 1.00 18,000,000

1.30 140,000,000
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Discussion

The H,/N, fuel mixture was studied approximately two weeks after the initial lighting of the
WSR. Total particle concentrations, even at ¢ = 1, were not above 5 particles pcc. This low
concentration indicates little or no ablation occurred at the metal sampling probes which were
inserted into the WSR. It also indicates no alumina was ablated off the ceramic lining in the
WSR-PFR in the form of particulates, at least after the initial calibration runs with methane. In
the hydrogen test the small concentrations precluded obtaining any meaningful size distribution
data. It should be noted that the highest temperatures obtained with the hydrogen fuel were
approximately 1000°C, much lower than the 1700°C typically seen during runs with methane and
Jet A. Although a higher percentage of hydrogen would have yielded a higher temperature, this

avenue was not pursued for safety reasons.

Methane was the most common fuel used during the present study because of cost, safety, and
ease of use. A large set of this data was obtained: well over two hundred size distributions and
more than thirty hours of total concentrations logged. The methane data presented in Table 1
were taken on 26 July, 1997 and are representative of data taken at other times. Inspection of
Table 1 shows that as f increases from 0.776 to 1.3, the TCN goes from 30,000 to 1,700,000 to

800,000 pcc.

Size distributions obtained for methane (Figures 3 and 4) suggest high particle counts at the
lower sizes, possibly even below 1 nm To increase the sampling range of the MASS at those

particle sizes, another pump was added to the system early in the test program. This enabled
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particle characterizations at very low particle sizes (below 10 nm). The distributions were almost
linear on a log-log plot, indicating the highest concentrations at the lowest sizes, a result often

seen in jet exhaust for more conventional fuels.

Jet A was found to have much higher TCN’s than methane, by an order of magnitude or more.
This was an expected result, as Jet A is a complex mixture of hydrocarbons, which have a high
carbon to hydrogen ratio and thus a greater sooting capacity. Methane is the simplest

hydrocarbon, having only a single carbon to four hydrogens, and thus less carbon and less soot

production capacity per mole of fuel.

The size distributions obtained for Jet A (Figs. 5 and 6) indicate a higher mean particle diameter,
and demonstrate a more “log-normal” shape than the methane distributions. The concentrations

peaked at 20-30 nm as opposed to the 10 nm and lower peaks observed for methane.

Deliquescence data, used to determine the soluble mass fraction, was taken on both methane and

Jet A, and is currently being analyzed.

Conclusions
The following conclusions can be drawn from this preliminary study:
1. The WSR can readily be interfaced to the UMR/MASS thus lending the WSR to MASS

type analysis.
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It was possible to passivate the alumina surfaces within the WSR-PFR to spurious
particle production. This was achieved by burning methane in the WSR while monitoring
the rate of change of particle emission. Passivation is achieved when the particle
emission rate falls to a constant value for a given equivalence ratio and fuel flow rate.
Following passivation, background emissions observed using a hydrogen flame were
negligible.

Particle concentrations varied as a function of fuel to air equivalence ratio peaking at
stoichiometric ratios.

Particle concentrations varied with fuel formulation increasing with decreasing hydrogen
carbon ratios.

Size distributions for methane are linear in shape with peaks at low particle sizes.
Distributions for Jet A are closer to “log-normal” shape.

These preliminary results clearly demonstrate that a valuable database on particle
emissions can be developed with further studies where the MASS is interfaced to a WSR.
These are first of a kind and unique data where particle emissions from a well defined
laboratory burner have been physically characterized in terms of concentration, size
distribution, hydration and growth properties and chemical composition.

The preliminary results of this study have been presented at the NASA Workshop on
Aerosols, Cleveland Ohio, July 29-30 1997, and will be presented at the American

Chemical Society Regional Meeting, October 29 - November 1, 1997.
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Appendix 1

Aerosol characteristics accessible with the UMR/MASS.

Total Number Concentration N, - Because of the relative importance of this measurement
total particle concentrations are determined by two methods. First, directly, by sending the
incoming sample directly to a CN counter. This is a realtime measurement where all particles of
effective diameters > 3nm are detected a minimum sample time of 1 sec. Secondly, the total
aerosol concentration, N,,, can be determined indirectly through the integral of the aerosol size

distribution function (see subsection on size distributions below):

Ntot=f(dN/dx) dx §))
0

Excellent agreement between the direct measurement and size distribution function integration
methods is achieved. These data with concomitant CO, measurements permit the calculation of
the aerosol-related emission index (EI = #particles/kg fuel) for aerosols in any given sample
taken from aircraft exhaust plumes or other combustion exhaust flow. The MASS has its own

i.r. absorption CO, detector for realtime EI determination.

Non-Volatile Aerosol Concentration (Nyycy) - This parameter is obtained both directly and
indirectly as described for N, . In this case however the incoming sample is passed through an

oven en-route to the CN counter. The temperature of the oven and the residence time of the
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sample in the oven are controlled such that complete evaporation of all materials with boiling
points below that of the oven temperature is assured. The incoming sample flow is split prior to
the oven in order to permit simultaneous measurement of N,;, and Ny and intercomparison of
the two CN counters employed. The non-volatile component of the aerosol in exhaust flow is

representative of the soot emissions of the source

Total Mass Concentration - Another primary aerosol parameter, total aerosol mass
concentration, can likewise be extracted from the non-volatile CN size distribution, assuming an

average density for soot:

b in 3
M=l — dN/dx) d
{( 3)D(X)x (dN/dx) dx )

This then, with concomitant CO, measurements permits the calculation of the mass-related

emission index (EI=g aerosol/kg).

Size Distribution - The aerosol size distribution is an essential aerosol characteristic. The size
distribution is the apportionment of aerosol into different size (diameter) categories. This is
usually expressed in terms of the differential concentration, dN/dx, which normally is dependent
on particle diameter x. (dN/dx)dx represents the particle concentration in the diameter range

from x to x-+dx.
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Aerosol sizing in the diameter range 3nm - 300nm is achieved using differential mobility

techniques. For diameters >300nm optical particle sizing techniques are employed.

Fixed Size Aerosol Concentration N - The differential mobility technique is also used to
monitor, in real time, a fixed size aerosol. In this case the incoming sample is split of into
another channel where a fixed diameter is selected through differential mobility analysis. This

concentration is as described above using a CN counter.

Reactivity (Growth and/or Hydration Properties) - The growth and/or hydration properties of
the aerosol must be characterized. These properties will control the ability of the aerosols to
condense water or other species when they are exposed to moisture and other jet exhaust
products. The total aerosol mass is subject to rapid changes in response to humidity variations.
In turn this condensed water will control the chemical reactivity of the hydrated particle and
influence its final evolution in the atmosphere. The hydration properties are usually represented
in terms of the dry aerosol’s soluble mass fraction (the fraction of the particle's total mass which
is soluble in water) or critical supersaturation. A particle's critical supersaturation identifies the
relative humidity (greater than 100%) which will cause the particle to become a freely growing
droplet. Aerosol hydration properties are usually measured by observing the aerosol's response to
different supersaturations in a cloud chamber, i.e. their critical supersaturation spectrum, or to
100% relative humidity conditions in a haze chamber, the deliquescence. The latter approach is

employed in the MASS.
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Threshold Soluble Mass Fraction Aerosol concentration Ny, - In this case the
deliquescence technique is employed to monitor in real time the concentration of aerosols of

fixed dry size that have a threshold soluble mass fraction.

Particle Morphology, Elemental Composition, and Molecular Composition - Other physical
and chemical characteristics of the exhaust aerosols will be accessed. These will include Particle
Morphology, Elemental Composition, and Molecular Composition. Here the strategy will be to
collect aerosol samples on slides and/or filters for subsequent analysis, employing techniques
such as SEM, FTIR microscopy and ultra-trace analysis separations mass spectroscopy, at

analytical laboratories at UMR.
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DISLOCATION DYNAMICS IN HETEROJUNCTION BIPOLAR TRANSISTOR
UNDER CURRENT INDUCED THERMAL STRESS

C.T. Tsai
Associate Professor
Department of Mechanical Engineering
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Abstract

The dislocation densities generated in the Heterojunction bipolar transistor (HBT) are
caused by the current induced thermal stresses. A modified dislocation generation model is
developed and then employed to calculate the increment of dislocation densities versus time in
the HBT. Different stressing current densities and initial dislocation densities are used to verify
the validity of this modified model. The results show that the increasing rate of dislocation
density strongly depends on the stressing current density and lightly depends on the value of

initial dislocation density.
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DISLOCATION DYNAMICS IN HETEROJUNCTION BIPOLAR TRANSISTOR
UNDER CURRENT INDUCED THERMAL STRESS

C.T. Tsai

Introduction

Heterojunction bipolar transistor (HBT) offers some attractive features such as high
maximum oscillation frequency, high power handling capability and low 1/f noise. HBTs are
now considered a strong contender in high frequency A/D converter, microwave high power
amplifier, digital high speed communication. However, there are a number of failure mechanisms
occurred in HBT that have become a great concern on device's reliability. One of the failure
mechanisms is due to the dislocations generated in the HBT. In this study, we focus on the
dislocation dynamics, i.e., the multiplication and movement of dislocation as functions of time,
generated by the current induced thermal stress.

Dislocation is an important defect in semiconductor. Free carrier mobility is adversely
affected by the presence of dislocation. The charge states at dislocation alter the occupation
probability, and thus the Fermi level[1]. In field effect transistor (FET), dislocation proximity
effect causes threshold voltage shift of a GaAs FET[2]. In p-n junction, dislocation is considered
as a nonradiation recombination center. Therefore, it lowers the current gain of bipolar junction
transistor and the conversion efficiency of solar cell[3]. The dark line defects (DLDs) observed
in GaAs heterojuction laser and later the GaP light emitting diode are the prominent feature in
the devices after hours of operation. DLD was also observed in HBT, and it is correlated to

early failure of the device[4]. The results of these studies seem to suggest that DLD is
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progressively generated by the current induced stress, and it is a common phenomenon occurred
in minority injection devices including HBTs. The DLDs were found to be dislocation
network[5]. Dislocation is the result of achieving a stable mechanical energy in the crystal under
stresses. Therefore, the process-induced stress and the stress due to mismatched crystalline in
the structure will affect its propagation and generation, in addition to the current induced stress.
Another TEM observation of HBT after being subjected to current stress shows formation of
dislocation and microtwin formation[6]. Using In-doped base in HBT to counter balance the
C-dopant induced stress is found to be effective in slowing the degradation of the device, and
the mean-time-to-failure (MTTF) has been demonstrated to be longer than 10° hours operating
at 50 kA/cm? current density[6].

The majority of dislocation density are caused by excessive mechanical stresses. These
include the thermal stress generated by the temperature change in the device during operation,
and mismatched stress which are generated by the epitaxial layer grown on lattice-mismatched
layer, and the metal- semiconductor interfaces. A constitutive equation which was developed
originally by Haasen for relating the dislocation dynamics to plastic deformation, was employed
by Tsai to develop a finite element model fo predicting dislocation formation in semiconductor
crystal growth from the melts[7]. In this study, a finite element model developed by Tsai is
modified and applied to a HBT for calculating dislocation density generated by the current

induced stress.
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Finite Element Modeli esults and Discussions

The HBT studied here is an

axisymmetric structure so that a 2-

cncnannmed

dimensional axisymmetric finite element

model can be used in this study. A total
of 876 8-node axisymmetric elements are Substrate (Gaas)
used to model the HBT structure shown
in Fig. 1(a). Figs. 1(a)-1(d) show the

default axisymmetric structure of a

thermal shunt AlGaAs/GaAs HBT[8). The

active device has a diameter of 10 zm. Fig. 1(a). Default structure of an axi-
symmetric AlGaAs/GaAs HBT.

The collector, base and the wide band

gap emitter layer thickness are 10000A,

1000A, S500A, respectively. The Thermal shunt (Gold)

sub-emitter GaAs is 1000 A, and the
nonalloyed contact layer thickness of
InGaAs is 500 A. The thermal shunt Substrace (Gars)
thickness is 20 gm, and the substrate

thickness is 600 um. A total of 876 8-

node axisymmetric elements are used to

mesh the HBT structure shown in Fig. Fig. 1(b). Zoomed from the dashed box in Fig.
1(a).

1(a), where the total number of node is
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2643, The temperature distribution is calculated using image approximation[9]. The default

initial  dislocation densities are
nonuniform and assumed to be 10*
cm? in GaAs, 10° cm? in AlGaAs
and 10° cm? in InGaAs.

Three bias conditions giving
current density of 50, 75 and 100
kA/cm? and a collector-emitter voltage
of 2V were used in this calculation.
Figs. 2(a) and 2(b) shows the
temperature distribution in the default
HBT (where e-b junction is located at
the interface of base and collector)
biased at 75 kA/cm? where the
maximum temperature of about
485°K is near the e-b junction. Figs.
3(a)-3(d) shows the evolution of the
dislocation density distribution in the
active device region at 75 kA/cm?at
operation time of 2.4, 10.7, 48 and
200 hours, respectively. The

dislocation density near the emitter-

Thermal shunt (Gold)

Polynide

1
lnvscacones

Collector (GaAs)

Gold

Substrate (CaAs)

Fig. 1(c). Zoomed from the dashed box in Fig.
1(b).

Thermal shunt (Gold) Polymide

Contact layer (InGaAs]

Sub-emitter (GaAs) Gold

Emitter (AlGaAs)

Base (GaAs)

Collector (GaAs)

Fig. 1(d). Zoomed from the dashed box in Fig.
1(c).
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base junction is initially maximum at the center of the junction as shown in Fig. 3(a). As time
elapses, the dislocagion density is progressively increases, and the maximum dislocation moves
to the edge of the junction due to the stress redistribution from plastic deformation as shown
from Figs. 3(b) to 3(d). Fig. 4 shows the dislocation density in the center of the emitter-base
junction as functions of time for thosg three current densities. It shows that as current increases,
both the dislocation generation rate and the stationary dislocation density are increased. The
times to reach the stationary state are 0.8, 800, and 10° hours, for 100, 75 and 50 kA/cm®,
respectively. The stationary dislocation densities are 2, 1, and 0.4 x 10% cm®? for 100, 75 and
50 kA/cm?, respectively. Since dislocation behaves as recombination center, this result infers that
MTTF due to current degradation and the initial rate of current gain change is large at a large
current density which is consistent with the experimental observation.

Finally, the results of the initial dislocation density dependency is shown in Figs. 4 and
5. The low initial dislocation density (10* cm™ uniformly across the entire structure) shows a
similar results. The operation time to reach the stationary dislocation density and the final values
of the stationary dislocation density are only slightly less compared to those for nonuniform

higher initial dislocation density as shown in Fig. 4.

Summary

To summarize, the dislocation prediction in HBT under current stress taking into account
the thermal stress and the heterostructure was conducted. It is found that the dislocation
generation is strongly affected by the stressing current density. The dependence of the initial

dislocation is also discussed. The latter result suggests that a sophisticated phenomenon of the
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recombination enhanced defect diffusion may be important[10]. This is subjected to a further

study. The effects due to structure and process parameters such as the thermal shunt thickness

and the substrate thickness will also be followed.
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TWO AXIS PNEUMATIC VORTEX CONTROL
AT HIGH SPEED AND LOW ANGLE-OF-ATTACK

John Valasek
Assistant Professor
Department of Aerospace Engineering
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Abstract

Forebody pneumatic vortex control has previously been demonstrated through full-scale flight
test to be effective for directional control of aircraft at low Mach number and high angle-of-attack
flight conditions. The objective of the present research was to investigate the suitability of two-axis
(wing, and vertical tail) pneumatic vortex control on a current fighter-type aircraft at high Mach
number and low angle-of-attack flight conditions. It was intended that the pneumatic effectors would
both augment and replace the conventional aileron and rudder, and were used to control
lateral/directional motions. The Lockheed F-16 XL was selected as the configuration to be studied,
and evaluations were conducted on a high fidelity, nonlinear, six degree-of-freedom, non real-time
simulation of this aircraft.

Evaluations consisting of a set of aggressive bank-to-bank maneuvers at various blowing
coefficient levels, were conducted for pneumatic blowing as the primary control effectors with the
conventional surfaces as augmenting effectors, and pneumatic blowing effectors only. A sample all
pneumatic penetration strike mission was also investigated.

For the test cases studied, results demonstrate that by using pneumatic blowing at low
blowing coefficient levels and with conventional effector augmentation, aileron and rudder activity
and maximum deflections can be reduced. Progressively increasing the pneumatic control power
demonstrated that at a realistic and attainable level of compressor bleed air, the aileron and rudder
can be completely replaced by pneumatic devices yet allow the aircraft to complete aggressive bank-
to-bank maneuvers. The simulated penetration strike mission test case demonstrated that successful
completion of the mission is possible using only pneumatic lateral/directional effectors. Elevons were

still used for pitch control since modeling did not permit the option of symmetrically blown ailerons.

69-2




TWO AXIS PNEUMATIC VORTEX CONTROL
AT HIGH SPEED AND LOW ANGLE-OF-ATTACK

John Valasek

INTRODUCTION

Pneumatic vortex control (PVC) using either tangential slot blowing or nozzle blowing to control the forebody
vortices generated by aircraft at high angles-of-attack is a generally well understood and mature technology. The
viability of the concept for generating controllable yawing moments has been extensively tested in wind tunnels for
several years [1-5]. More recently, the promise of PVC was successfully demonstrated in full-scale flight test to reduce
the loss of directional control power on fighter type aircraft at high angles-of-attack [6-8]. The X-29A aircraft was
fitted with compressed nitrogen gas bottles to power PVC nozzles mounted on each side of the forebody, essentially
providing yaw augmentation only. The PVC nozzles were controlled manually by the pilot, i.e. open-loop, and not as
part of the X-29A digital flight control system. The tests demonstrated that PVC was a viable means of generating
well behaved yawing moments at high angles-of-attack and low Mach numbers. The time delays experienced in
initiating a PVC event were small, and the responses to PVC inputs were generally fast and acceptable to the pilot.
Specific recommendations for extending the PVC research program included using engine compressor bleed air to
power the PVC nozzles, and closing the loop on the nozzles within the flight control system. All-PVC control,
characterized by pneumatic devices completely replacing conventional aerodynamic effectors, provides the potential
for significant reductions in radar detectability by eliminating control surface deflections altogether. To realize this
potential in the operational context of low level strike/interdiction missions requires the use of pneumatics as multi-axis
control effectors over the full subsonic/transonic flight envelope. Recent wind tunnel testing of PVC has expanded into
the low angle-of-attack / high Mach number flight regime, and to other configurations such as the high speed civil
transport [9-11]. Results indicated that with sufficient engine compressor bleed air, PVC devices are an attractive
control effector for high speed / low angle-of-attack flight conditions. Other testing [12] successfully demonstrated
wing-mounted PVC devices for generating multi-axis moments.

The remaining step prior to serious consideration of an all-pneumatic controlled aircraft is six degree-of-
freedom evaluation of closed-loop multi-PVC (forebody, wing, and tail mounted devices) evaluated at low angle-of-
attack / high speed flight conditions. The impact of PVC on flight performance, mission performance, and auxiliary

systems (specifically engine compressor bleed air requirements) was the focus of the present research.

RESEARCH OBJECTIVES
The goal of the present research was to accomplish the following objectives through the use of a six degree-of-
freedom flight simulation computer program:

1. Evaluate the feasibility of using PVC as the only type of control effector, and PVC augmented with
conventional surfaces.
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2, Extend the PVC concept to high speed, low angle-of-attack flight conditions which are representative of low
level strike/interdiction missions.

3. Investigate the effects of multi-axis PVC, i.e. a suite of PVC devices mounted on the forebody, wing, and
vertical tail which are capable of simultaneous operation.

4, Quantify the effect of various levels of engine compressor bleed mass flow rate on PVC performance.

5. Determine the threshold of engine compressor bleed mass flow rate required to completely eliminate

conventional surfaces without degrading closed-loop vehicle performance.

PVC RESEARCH FLIGHT SIMULATION TOOL

Realistic evaluation of six degree-of-freedom closed-loop PVC on a high performance combat aircraft requires
the use of a high fidelity flight simulation tool. The Lockheed F-16XL was selected as the baseline aircraft
configuration to be studied (Figure 1). This aircraft is currently on flying status at the NASA Dryden Flight Research
Center (DFRC) and is suitable for modification into a flying testbed for PVC research. In addition, the DFRC
maintains both real-time and non real-time high fidelity, nonlinear, six degree-of-freedom simulations of this aircraft.

Figure 1 F-16XL External Physical Characteristics

An F-16XL flight simulation computer program provided by the NASA DFRC was installed at Wright
Laboratory and used to generate the results presented in this report. The Wright Laboratory version of the F-16XL
flight simulation is a high fidelity, non real-time, nonlinear six degree-of-freedom aircraft simulation. It contains full
flight control system, engine, and aerodynamic models. The flight control system model contains both analog and
digital implementations of the F-16XL control laws. The digital flight control system runs multi-rate with gain
scheduling. All limiters and nonlinearities in the actual flight control system are present. The aerodynamic data base
contains nonlinear, steady acrodynamic data for up-and-away flight at angles- of-attack up to 40 degrees. The
aerodynamic data base was obtained from wind tunnel data and is corrected with flight test data, including flexibility
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effects. The engine model is nonlinear and is representative of the F-16XL powerplant. User interface to the
simulation is through input and output files. The input files contain initial attitude and flight condition, and pilot
commands in the form of longitudinal and lateral stick position, rudder, and throttle time histories. Output files consist
of tabular time history data which is plotted using standard plotting routines. Any special processing such as filtering
or estimation is performed within the simulation itself when possible.

Unlike the X-29 flight research program which used PVC devices open-loop to augment the primary
conventional control effectors, a specific goal of the present research was to investigate the benefit of using PVC
devices as the primary control effectors, with conventional effectors used for augmentation in a closed-loop flight
control system. The scope of the present research effort did not permit modifying or re-synthesizing the existing
command augmentation system, labeled CAS in Figure 2. Instead, a control allocation/mixing scheme was devised
to integrate the PVC devices into the existing F-16XL flight control system.

PILOT CAS ACTUATOR AIRFRAME

CONVENTIONAL
ACTUATOR
PILOT CAS ALLOCATOR / MIXER AIRFRAME
s PVC st

PVC AUGMENTED

Figure 2 F-16XL Flight Control System Representations

This allocator/mixer receives surface deflection commands from the CAS, and upon filtering according to some
designed-in logic, re-directs the commands in various proportions to both the conventional effectors and the PVC
effectors. An illustration of the allocation/mixing algorithm logic flow using directional only PVC operation follows.
As a response to internal ( pilot) and/or external (gust) inputs, the CAS commands a rudder deflection 6, ..., This
commanded rudder deflection is then used to calculate the commanded (or required) yawing moment

C =C o

D o quired n, = rcomm

Coefficient values were used since the aecrodynamic data base and the coefficient buildup in the simulation use
coefficient values. The required yawing moment is then set equal to the yawing moment which can be generated by
the PVC device, and the PVC deflection required to generate the commanded value of yawing moment coefficient is
solved for:

69-5




5 C
PVC T S

0 roquired

B3 eve

If the required yawing moment is greater than the yawing moment which can be generated by the PVC device, then
the rudder deflection required to augment the PVC device up to the full required level is solved for:

IF C, .. > C, Opc THEN
Acnmqw = Cnm - CnawcaPVC
AC,
O, fitered = e
Ny

This filtered value of commanded rudder deflection is then sent to the rudder actuator. This allocation concept was also
extended to controlling the wing mounted PVC device in lieu of using aileron as the primary lateral control effector.
This allocation concept proved to be adequate for one-axis PVC control (either wing mounted or vertical tail mounted).

For multi-axis PVC control, additional allocation is required to effectively “mix” multiple PVC devices. For
this research, simultaneous use of both the wing mounted and vertical tail mounted PVC devices was accomplished
by directing aileron commands to the wing mounted PVC device and likewise directing rudder commands to the
vertical tail mounted PVC device. The aileron command signal in fact commands non-symmetric aileron deflections
since it is used to modulate both lateral and directional motions. The mixing scheme extracts the symmetric content
of this signal and feeds it to the wing mounted PVC device according to the previously described allocation algorithm.
Subsequent evaluation of the allocation/mixing scheme demonstrated that crossfeed signals like the aileron to rudder
interconnect (ARI) must be disabled. This is because the original aircraft model attempts to couple the individual
effectors in a proverse manner. Since the PVC devices have inherently different aerodynamic coupling properties than
the conventional control effectors, the interconnect modeling is inappropriate and therefore must be deactivated. It
will be shown in the results section that this action does not severely degrade control harmony. Although not a goal
of the present research, complete redesign of the control laws to provide the correct crossfeed signals would realize the

maximum performance and benefit of using the PVC devices.
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PVC DEVICE MODELING

Pneumatic control devices on the forebody, wing, and vertical tail were modeled in the simulation with
existing PVC wind tunnel data supplied by Wright Laboratory [12,13]. The data consists of increments to normal
force, sideforce, pitching moment, rolling moment, and yawing moment. Data was available for either on/off operation
of the devices (fixed magnitude of control power), or proportional control by varying the massflow through the nozzle.
Both types of device operation were modeled. Consistent with experimentally determined data, the associated dynamics
and time delays were modeled as first-order lags with a time constant of 0.1 seconds. Consistent with the concept of
incorporating PVC devices alongside conventional types to form an overall control effector suite, the PVC devices were
mechanized in the flight simulation in exactly the same fashion as the existing conventional effectors. Reduction of
engine thrust due to bleed air usage was not modeled, since the low percentage of bleed used (less than 4 lbm/sec) made

this a second order effect.

TEST DESIGN

The test case matrix was designed to highlight the parametric effect of PVC massflow on closed-loop
maneuver performance of an aircraft equipped with PVC devices. The test case ensemble (Table 1) consisted of i) an
aggressive 3/4 stick roll doublet performed at Mach 0.9 at 25,000 feet over a sweep of PVC massflow levels; ii) a test
case to determine the threshold of PVC massflow at which pneumatics can completely replace conventional effectors

with no change in closed-loop performance; and iii) a segment of a low-observable penetration strike mission using

only pneumatics.
Table 1 Test Case Matrix
case # m g m conventional augmentation
- bm/sec (Ibm/sec)
0 nominal / /
1 4 3
2 4 2
3 4 1
4 8 6
5 8 4
6 8 2
7 8 6 v
8 4 3 v
9 14 12
10 mission <4 <3

The roll doublet evaluations were conducted for two lateral/directional control effector suites. The first suite used PVC
wing and vertical tail mounted devices to completely replace all conventional lateral/directional control effectors, and
the second suite used the same PVC devices as the primary control effectors with the conventional effectors as
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secondary or augmenting effectors, using the control allocation scheme previously described. Lack of suitable forebody
PVC device data prevented its use for these tests. Bandwidth limitations of the PVC effectors precluded their use for
pitch control effectors without extensive modification of the existing F-16XL DFCS, which was beyond the scope of
this research. Data collection runs for the generic F-16XL were performed at an aircraft weight of 32,019 (Ibf);
inertias of Iy = 18,000 (slug-ft’), I,y = 101,000 (slug-ft?), I, = 116,000 (slug-ft?), and I, = -530 (slug-ft%); and
center of gravity location 45.31% MAC.

TEST RESULTS

Figure 3 shows the responses for Case 0, the nominal F-16XL roll doublet case. The bank angle response is
precise, and both angle-of-attack and normal load factor deviate only slightly from the trim values, represented by the
first two seconds of data. The digital flight control system feeds-in three degrees of rudder to coordinate the roll. The
maximum roll rate generated by the ailerons is 150 degrees per second.

_ Figure 4 displays the responses for Case 7, which is wing and vertical tail blowing at eight and six Ibm/sec
respectively, and augmentation provided by the aileron and rudder. For an identical lateral stick input, the body-axis
roll rate and bank angle responses are identical to the nominal case. There is a slight difference in the pitch axis
responses, as the PVC devices inherently generate pitching moments which the aileron and rudder do not. Since the
control allocation scheme does not have a dedicated pitch axis capability, the induced pitching moments are seen as
disturbances by the pitch control system, and are subsequently damped out. Compared to the nominal case, use of PVC
reduces maximum aileron deflections overall by roughly two degrees. Maximum rudder deflections are reduced overall
by up to three degrees when the required deflections are small. But for larger commanded rudder deflections, use of
PVC resulted in larger actual deflections and increased rudder activity. This behavior is due to the exceptionally strong
cross-axis effects inherent to PVC devices compared to conventional elevons, ailerons, and rudders. Additionally,
whereas the nominal F-16XL digital flight control system has been purposely designed to reduce cross-axis responses
resulting from deflection of the elevon, aileron, and rudder, the control allocation scheme simply selects the particular
PVC device which can generate the largest magnitude response for that particular commanded axis. The by-product
PVC generated moments which show up in other axes, whether of beneficial sign or not, are not accounted for by the
control allocation scheme and are therefore seen as disturbances by the nominal F-16XL digital flight control system.
Note that implementation of a dedicated PVC flight control system would alleviate this problem. For this maneuver,
adverse yawing moments were generated by the PVC devices and rudder was used to cancel them out. The plots of
PVC device activity indicate that with conventional effector augmentation, the devices are capable of generating the
steady-state forces and moments required to initiate and sustain the maneuver without using the maximum level of
blowing coefficient available (C, = .0015 wing, C, = .0011 tail). However, the PVC devices appear to lack the
bandwidth necessary to smoothly arrest the roll acceleration, thereby resulting in some excessive activity characterized

by “waviness” near the end of the maneuver.
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The results of the other augmentation test case (Case 8, not shown) demonstrated that halving the wing and
tail nozzle massflow levels did not affect the bank angle and body axis roll rate responses, but did result in slightly
degraded pitch responses. The most significant difference was in the directional axis, where reduced PVC control
power required extra rudder deflection to satisfy the demands of the maneuver. Both the maximum rudder deflections
and the rudder activity were significantly increased compared to the nominal test case. The conclusion to be drawn
from these test cases is that even with conventional effector augmentation, PVC devices must possess adequate control
power or else overall system performance (in terms of the deflections and activity of the conventional effectors) may
in fact be worse compared to a purely conventional control effector suite. Of course, the quality of the control
allocation scheme will have a strong effect on this result, but even the best control allocation scheme needs effectors
with large, uncoupled control power, regardless of the type of effector used.

An important part of this investigation was to eliminate the augmentation provided by the aileron and rudder,
and repeat the maneuver using only PVC devices. Figure 5 displays the results for Case 4, which used the same
massflow levels as Case 7 above. Compared to the nominal Case 0, the system was unable to achieve the full
commanded bank angle displacement because the PVC devices were able to generate less than half the required body
axis roll rate. A noteworthy result was that the pitch axis was virtually unaffected during the maneuver, unlike the
strong effects observed for the augmented system in Cases 7 and 8. Likewise, the low-observables benefit of zero
aileron and rudder deflections was achieved at the cost of saturated PVC devices. PVC device bandwidth was not an
issue for this test case since the PVC devices simply could not generate large roll accelerations. However, in some
scenarios, trading roll performance for increased survivability is beneficial.

Another objective of this research was to determine the threshold level of PVC device massflow required to
completely replace the conventional effectors. A parametric study showed that 15 Ibm/sec (C, = .0028) supplied to
both the wing and tail PVC devices generated sufficient control power to successfully complete the roll doublet
maneuver with no appreciable degradation in closed-loop performance. The bank angle response was virtually
identical to the nominal Case 0. Naturally, the control allocation scheme could not completely eliminate the cross-axis
effects, but overall closed-loop performance was very close to Case 0.

A sample penetration strike mission was flown with an ingress consisting of a 90 degree evasive turn to the
right, followed by a 90 degree evasive left turn onto the initial point, a short weapons release run, and an egress
consisting of a 180 degree heading change. The entire 125 second mission segment was successfully flown using
pneumatics only, with massflow levels of 4 Ibm/sec for the wing (C, = .00074) and 3 Ibm/sec for the vertical tail (C,
= 00056). The mission performance in terms of time of exposure to hostile defenses can be improved by increasing

the massflow to the PVC devices, thereby increasing the maximum turn rate.
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SUMMARY AND CONCLUSIONS

A high fidelity batch-type computer simulation tool of the F-16XL aircraft incorporating forebody, wing, and

vertical tail mounted pneumatic vortex control devices was built for evaluating lateral/directional closed-loop

performance, required PVC massflow levels, and penetration strike mission performance. Eleven test cases, including

a segment of a penetration strike mission were evaluated, and based upon the results it is concluded that:

Signature characteristics, as measured by peak aileron and rudder deflection, can be improved by using
pneumatic devices operated at low blowing coefficient levels (= 0.0012) and minimal massflow levels (4
Ibm/sec). The effector suite used to accomplish this reduction consists of pneumatic devices as the primary
control effectors, with augmentation provided by conventional (elevon and aileron) effectors. For the
particular test cases studied, maximum aileron and rudder deflections could be reduced up to three degrees
compared to a conventional F-16XL for the same maneuver.

Significant and usually adverse cross-axis responses can be expected when using multiple-axis PVC devices.
X-29A flight testing showed similar cross-axis coupling resulting from open-loop use of forebody PVC
devices. This problem can be alleviated by use of a dedicated PVC integrated flight control system.

Conventional ailerons and rudder can be completely replaced by purely pneumatic devices operating at
realistic and attainable levels of engine compressor bleed air and blowing coefficients (14 Ibm/sec, C, =
.0028), while still maintaining closed-loop system performance during aggressive roll doublet maneuvers.
This feature can significantly improve signature characteristics by completely eliminating control surface
deflections.

The simulated penetration strike mission test case demonstrated that successful completion of the mission is
possible using only pneumatic lateral/directional effectors at low blowing coefficient levels (= 0.00074),
provided the required turn rates are not large. Large turn rates are defined here as those which are
approximately 80% - 100% of the maximum full-performance turn rates which can be achieved by
conventionally equipped aircraft.

RECOMMENDATIONS FOR FUTURE PVC RESEARCH

Based upon the results and conclusions detailed above, the following recommendations are proposed for

continued future research of this technology:

1.

2.

Employing rigorous and sophisticated control allocation methods to incorporate the PVC devices into the
existing F-16XL digital flight control system.

Extend the test cases begun in the present research to true multi-axis PVC including forebody blowing and
closed-loop pitch control. Suitable forebody PVC data was not available for the tests conducted in the present
research, and the pitching moment capability of PVC was not taken advantage of because of restrictions
prohibiting re-design of the digital flight control system. Incorporating these two aspects will provide the “full
picture”.

Synthesize a new and completely PVC dedicated de-coupled digital flight control system using either a model
predictive variable structure control scheme, or a model reference adaptive control scheme. The controller
would use on-line system identification to handle the robustness problem associated with the control power
generated by the PVC devices, and would also autonomously handle the stability augmentation function for
the pitch axis. This could potentially reduce the level of massflow required.
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Figure 3 Case 0, Roll Doublet Response, Nominal Configuration F-16X1., 0.9/25k
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Figure 4 Case 7, Roll Doublet Response, PVC + Augmentation F-16X1., 0.9/25k
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Figure 4 (continued) Case 7, Roll Doublet Response, PVC + Augmentation F-16XL, 0.9/25k
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Figure 5 Case 4, Roll Doublet Response, PVC Alone F-16X1., 0.9/25k
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Figure 5 (continued) Case 4, Roll Doublet Response, PVC Alone F-16XL, 0.9/25k
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Figure 6 Penetration Mission, PVC Alone F-16XL, 0.9/25k
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Abstract

A computational and experimental investigation is performed to investigate the unsteady upstream
traveling forcing function from a high speed, highly loaded compression rotor. The IGV unsteady surface
pressures are experimentally measured for a near-stall transonic operating point to determine the forcing
function. The data is analyzed in both the time and frequency domain based on the blade pass frequency. The
experimental configuration is computationally modeled with a nonlinear unsteady viscous vane/blade
interaction 2D code for comparisons with the experimental data in both the time and frequency domain.

Significant upstream traveling pressure effects were both measured and predicted. A detached bow
shock is caused by the increased back pressure consistent with a near stall operating point. The bow shock
is shown to impact the IGV blades. Its strongest effect is at the trailing edge of the IGV’s with a 3.4 psia
fluctuation. The nonlinear viscous unsteady vane/blade interaction computational analysis showed excellent
agreement with the experimental results in both the time and frequency domain. Significant higher
harmonic content was evident near the trailing edge of the IGV’s. This is important, in light of recent trends
toward use of linearized Euler and Navier-Stokes models for turbomachinery designs. The results of this
research indicate the importance of higher harmonics, therefore extreme caution should be taken when

designing transonic compression stages with linearized methods.

70-2



AN EXPERIMENTAL AND COMPUTATIONAL ANALYSIS OF THE UNSTEADY BLADE ROW
POTENTIAL INTERACTION IN A TRANSONIC COMPRESSION STAGE

Danielle E. Brown
J. Mitch Wolff

Introduction

Gas turbines are a vital energy source for both military and industrial applications with recent
research focusing on identifying high cycle fatigue unsteady flow mechanisms. There is a constant need for
an improved understanding of the flow physics through the various components. This greater understanding
leads to the ability of manufacturers to achieve higher levels of performance and a more efficient system. As
technology increases, there are continually increasing demands on gas turbine engines involving greater
durability, reduced noise levels, reduced size and greater thrust. A jet engine consists of several distinct
components; the inlet, compressor, combustor, turbine, and exit nozzle. A considerable portion of the
recent research involves the unsteady interaction between adjacent blade rows in both the compressor and
turbine sections.

The two principle types of blade row interaction are usually referred to as wake and potential flow
interactions.! Wake interaction is the effect upon the flow through a downstream blade row of the vortical
and entropic wakes shed by one or more upstream rows. Potential flow interaction results from the
variations in the velocity potential or pressure fields associated with the blades of a neighboring row and
their effect upon the blades of a given row moving at a different rotational speed. This type of interaction is
of serious concern when the axial spacing between adjacent blade rows is small or the flow Mach number is
high.

Recently, computational work has been initiated to develop nonlinear, time-accurate, inviscid
(Euler) and viscous (Navier-Stokes) solution techniques for unsteady flows through isolated and

aerodynamically coupled blade rows (see Verdon, 1992 for a review). For coupled systems of rotating and

70-3




stationary blade rows, the relative motions between adjacent rows give rise to unsteady aerodynamic
excitations which can initiate blade vibrations, generate discrete-tone noise, and degrade aerodynamic
efficiency. Two categories of numerical procedures have recently been developed for determining the effects
of relative motion between adjacent blade rows. In the first category of numerical procedures, incoming
wakes are specified at the inlet of isolated blade rows.? In these methods, the wakes are usually assumed to
be paralle! with uniform pressure and prescribed total enthalpy and/or velocity variations. In the second
category of numerical analyses, both blade rows are modeled and the relative position of one blade row is
varied to simulate blade motion.***

Some joint computational and experimental investigations have been made into vane/blade
interactions. These investigations have been primarily on turbine configurations, with the experimental data
acquired in generally two different types of experimental rigs. First, large scale turbine rigs are used to
simplify the experimental investigation. The large scale of the rig is a distinct advantage because it permits
the use of extensive instrumentation on both the stationary and rotating blades. The large scale also has the
advantage of giving Reynolds numbers which are typical of high pressure turbines at nominal model
running conditions®, but it can not simulate transonic flow phenomena. Full-scale transonic turbines are
being tested using blow down or shock tube facilities.” These facilities are beneficial for testing actual
hardware components with research issues being miniature measurement techniques and short test duration
times.

In summary, little research has been directed at vane/blade interaction in a compressor section.
Thus, relatively little is known about the unsteady IGV/blade interactions which occur within a
compression system. Since these unsteady aerodynamic interactions can lead to high vibratory stresses,
models must be developed to analyze vane/blade interaction. In addition, relevant experiments are needed to
assess the validity of these models and direct future research efforts.

The objective of this research is to investigate and quantify the fundamental vane/blade interaction
phenomena relevant to the upstream potential forcing function of a downstream rotor in a compression

system. This is accomplished by performing a series of experiments in the Compressor Aero Research Lab
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(CARL), a high speed, highly loaded compression stage facility. IGV unsteady surface pressures are
experimentally determined for a near-stall transonic operating point. The data is analyzed in both the time
and frequency domain based on the blade pass frequency. In addition, a two dimensional nonlinear viscous

unsteady multi-blade row computational (CFD) analysis is compared with the experimental data in both the

time and frequency domain.

Compressor Aero Research Laboratory (CARL)

The Compressor Aero Research Lab facility at Wright Patterson Air Force Base’s Wright
Laboratory is a full scale, high speed, highly loaded compression stage. The single stage compressor facility
consists of an open or closed loop (currently open) tunnel system with an upstream venturi flow meter to
measure the mass flow rate. The test compressor is driven by a 2,000 hp electric motor with a variable

speed range of 6,000 to 21,500 rpm.

\ ﬁ;“-/\—"\r—"\—\

Figure 1. Schematic of SMI Compressor Rig.
The research compressor, Figure 1, was designed by CARL personnel and manufactured by Pratt &
Whitney Aircraft Engines. The primary intent for this research compressor is for a Stage Matching
Investigation (SMI), characterizing overall compressor performance. Therefore, a single stage core

compressor consisting of a rotor and stator with 33 and 49 airfoil blades respectively is used. The outer
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diameter for both the rotor and stator is 19 inches. The SMI's core compressor design results in a transonic

rotor.

=1 Rotor Stator
IGV

SN

12%
26%
56%

Figure 2. Flow path through SMI Compressor Rig

To study the effect of different upstream stages, an IGV assembly is placed upstream of the rotor
section. The IGV’s were designed by Pratt and Whitney with the purpose of creating a propagating wake
consistent with a modern technology, highly loaded, low aspect ratio stage, therefore they are sometimes
referred to as Wake Generators. This term along with Inlet Guide Vanes (IGV) will be used interchangeably.
The wake generators do not turn the flow as would a normal IGV assembly. They have a constant solidity
(spacing to chord ratio) along the span and have no aerodynamic loading in order to achieve a uniform two
dimensional wake. With this design, several ways are utilized ‘to modify the wake profile generated. First,
the number of IGV blades in the upstream passage can be varied. A split ring assembly is used for
installation and three different numbers of IGV blades can be utilized 12, 24, and 40. It is also possible to
vary the axial spacing between the IGV’s and the rotor, Figure 2. Three different spacings are possible 12%,
26%, aﬁd 56% of the rotor chord from the IGV trailing edge to the rotor leading edge. In this research, only

the 24 IGV and 26% spacing data set has been examined.
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Figure 3. Transducer Loéations on IGV
IGV Surface Pressure Instrumentation

The wake generators are instrumented with miniature Kulite pressure transducers. Figure 3 shows
the locations of these pressure transducers. Two different blades are instrumented with 10 pressure
transducers each. To investigate three dimensional effects, two different spanwise locations are instrumented,
50% and 75% as shown. The blade surface is machined to allow the pressure transducers to be mounted
flush. To protect the pressure sensor, a thin layer of RTV was placed over the diaphragm. Grooves for the
lead wires are also machined to ensure no disturbance to the flow. The lead wires are bundled and fed out of
the casing.

Two adjacent wake generators are instrumented giving data for one flow passage. Surface pressure
data is collected for only the 24 wake generator case. Flow periodicity is assumed with one blades data phase
shifted to the other blade for analysis purposes.

LQ-125 miniature pressure transducers from Kulite are used for the surface pressure measurements.
The pressure transducers are manufactured directly on the blades using chip on technology. The pressure
sensing element is 0.060 inches in diameter. It has an internally compensated temperature range of 30 to

130°F. The natural frequency of the pressure transducer is 300 kHz, giving a usable frequency range of 60
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kHz. During initial testing, it was discovered that one pressure transducer was bad so the experimental data
could not be collected at the 75% span 50% chord location.

Calibration of the transducers for sensitivity and offset was achieved in the following manner,
Before installation of the instrumented wake generator, the transducers were subjected to variable pressures
at a nominal temperature of 70°F and an elevated temperature of 110°F. The results of this study indicated
for this range of temperature transducer sensitivity was 0.01% per degree F. However, offset was influenced
by temperature variation and the magnitude of the shift varied from a high of 0.017 psia/degree F to a low
of 0.001 psia/degree F.

Based ;)n this bench calibration, no special procedures were established to control sensitivity with
inlet air temperature shifts. However, to control transducer offset variation, the transducers’ amplifiers were
re-balanced at atmospheric conditions for any inlet temperature shift of 3°F or greater.

From these procedures, offset and precision errors were established as £0.06 psi and +0.04 psi,
respectively. In addition, a zero response data set was recorded. The data was then processed in the same
manner as the actual test data. Therefore, this signal is representative of the actual static pressure uncertainty
due to noise influences. The measured random uncertainty was a £0.1 psia fluctuation in static pressure.
This value includes precision error due to random noise and temperature changes.

Computational Analysis

In 1992, a nonlinear unsteady Euler/Navier-Stokes vane blade interaction model, VBI 2D, was
developed by Rao et al® for turbine configurations. This analysis models the relative motion of adjacent
blade rows by allowing one row to move with respect to the other. The VBI code is utilized for the
IGV/rotor interaction in the compression stage by modeling both the IGV and rotor. A brief overview of the
VBI code will now be given.

Grid Generation

Two separate grids are generated using VGRID, an H and O grid for each blade row. The two grids
are then embedded to form a composite grid by a chimera scheme called PEGSUS.? PEGSUS creates the
appropriate hole boundaries and interpolation stencils involved in the communication of embedded grids.
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The embedding process eliminates problems with cell skewness near the leading and trailing edges of the
airfoils. The transition from the inflow and outflow boundaries to the airfoil leading and trailing edges

causes this problem. The PEGSUS results are read directly into the VBI code.

Figure 6. Coordinate system used in VBI formulation
Numerical Method
The VBI code solves the Euler/Navier Stokes equations using an explicit runge kutta scheme in
quasi-three-dimensional space. Figure 6 represents the coordinate system used in the formulation.® The
Baldwin-Lomax'’ model for turbulence and transition is utilized within the code. The governing equations

for flow on a blade-to-blade surface of revolution will now be given:®
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The following equations represent the energy components

e=py”_l +%—u2+v2) @)
E4=uo“+vo|2+7 — ‘?:n 3
Fy=uo)y +V022+,yl ul;%— @
where E, and F, are the viscous terms from the energy equation. It is now necessary to represent the shear
stress equations:
011=2u%+1V~V (5)
o1 = %—%*—g—%} (6)
Oy = 2#(l%+ %%)4» AV.V @)
033 =20 i;.gfbr AV.V ®

For this analysis, it is assumed that Stokes’ hypothesis is true. For turbulent results, the viscosity
is represented in an appropriate form. The laminar and turbulent viscosity’s are accounted for with the
turbulent viscosity found from the Baldwin-Lomax eddy-viscosity model.

Frequency Analysis

A fast fourier transform algorithm (FFT) was added to the VBI source code to allow frequency
comparisons to be made between the experimental and computational results, as suggested by Probasco et
al’, The fundamental use of FFT algorithms are for computing the discrete Fourier transforms of sequences.
The FFT algorithm utilized in this source code was developed with the help of an existing algorithm by
Pickering." The algorithm is based on blade pass frequency and calculates the first five harmonics of both
the magnitude and phase of the unsteady delta pressure for each chord location along the entire surface of the
IGV blade. A frequency analysis is required for any forced response analysis, because it is the unsteady

pressure phase response which determines the flutter stability of the cascade. The addition of a frequency
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capability makes the VBI code a more useful tool in high cycle fatigue analysis. Originally the code only
calculated unsteady envelopes (i.e., maximum and minimum unsteady distributions).
Results

The resuits discussion is divided into two sections, experimental and computational. A series of
experiments were performed in the Compressor Aero Research Lab SMI compression stage to investigate
the IGV unsteady surface pressure response due to the upstream traveling potential field generated by the
downstream rotor. A computational study was then completed utilizing the VBI code with comparisons
made to the experimental data.
Experimental Data Reduction

The experimental data was recorded on a 28 channel analog tape recorder with a flat response up to
80kHz. The data was digitized off-line at an effective sample rate of 500 kHz. Anti-aliasing was achieved
using a Precision Filters TD6B Linear Phase Time Delay Filter. A cutoff frequency of 132 kHz was used
for the data reduction. This gives a 1% attenuation of the signal at 77 kHz. The blade pass frequency is 7.8
kHz. Therefore, the first 11 blade pass harmonics are resolved without aliasing. Data was digitized for a
time record of 68 milliseconds, which gives approximately 16 rotor revolutions. Ensemble averaging was
performed on the data in order to average out any inconsistencies that may exist from one rotor blade to the
next. The ensemble averaging was accomplished based on the rotor blade pass frequency, since the rotor has
33 blades, about 520 records were ensemble averaged.
Computational Analysis Parameters -

Four thousand time steps were used per rotor blade pass with a time step of approximately 2.9x10
8 seconds being used. Figure 7 represents a pressure time history for one node of the flow field. A total of
37 rotor blade passes were analyzed to reach a nearly periodic solution as shown in Figure 7. There appears
to be a possible low frequency rotating stall cell present in the computational solution. This is not seen in
the experimental data, but the experimental results are obtained with a downstream stator section included,
while the computational analysis did not model the downstream stator blade row. The consequences of this

difference will be discussed later when the computational Mach number contours are presented. For the
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quasi-three-dimensional effects, a 20% streamtube contraction through the rotor is input into the VBI code
to take care of the spanwise direction component of the three dimensional analysis. Finally, an algebraic
turbulence model is utilized to model viscous effects in the computational results presented.

ion of Result

A comparison of computational results and experimental data will be shown. The operating point
used for this comparison is 105% corrected speed and a near stall throttle setting on the performance curve.
This operating point is shown in Figure 8. The inlet guide vane assembly can be located either 12%, 26%
or 56% of rotor chord away from the rotor leading edge and with either 12, 24, or 40 vanes. The data and
results discussed here are for the 26% rotor chord spacing and 24 vane configuration. The computational
results shown are the last two blade passes of thirty-seven.

Figure 9 represents the computational Mach contour lines for six rotor blades and four inlet guide
vanes. For this operating point, a bow shock at the leading edge of the rotor is known to exist. The high
back pressure needed to operate at this low of a flow rate forces the bow shock upstream of the rotor leading
edge. In the computational analysis, the bow shock is clearly evident in the plot and can be seen to progress
upstream. The upstream shock interaction causes a significant unsteady pressure force on the IGV blades
which is not considered in typical turbomachinery compressor designs. The separation near the trailing edge
can be accounted in two manners. First, the downstream stator stage is not modeled, therefore, the exit
pressure for the rotor is not known. A rise in the exit pressure would provide a more favorable pressure
gradient for the flow removing the trailing edge separation. Secondly, the computational analysis is 2-D.
The streamtube contraction method of modeling the 3-D flow within the actual rig may not include all the
flow physics to keep the flow attached. Finally, the primary interest of this research is the upstream
traveling potential blade row effect. So, a separated flow region at the trailing edge of the rotor is not of
major importance to the upstream solution.

Figure 10 represents a comparison of the unsteady normalized difference (upper surface - lower
surface) pressure for the computational and experimental results at the 50%, 70%, 83%, 89%, and 95%

chord locations on the Inlet Guide Vanes. This figure will be discussed from the trailing edge forward, since
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the strongest interaction is at the trailing edge. At the 95% chord location, there is excellent agreement
between the experimental and computational blade pass response. The upstream traveling bow shock is the
dominating feature of both the experimental and computational response. The computational analysis
models the nonlinear shock interaction extremely well in both magnitude and phase. For the 89% chord
location, the shock structure is less evident but is still the dominating phenomenon. The computational
analysis slightly over predicts the unsteady magnitude response with the phase in excellent agreement. At
83%, the shock structure has disappeared. The computational analysis again over predicts the unsteady
magnitude response with an excellent phase agreement. The general character of the unsteady response at the
70% chord location is modeled by the computational analysis. The magnitude and phase are in reasonable
agreement with experimental data, but the shape of the response is slightly off. Finally, at the 50% chord
location, the magnitude is modeled adequately, but the phase is about 180° off.

It is evident in Figure 10 the effect of moving farther away from the rotor has on the unsteady
response. At the 50% chord location the unsteady pressure response is about 1/4th of the response at the
trailing edge. At the trailing edge, the net pressure fluctuation acting on the IGV blades is 3.4 psia. The
unsteady response at the trailing edge is dominated by the rotor bow shock which is traveling upstream. It
is encouraging for the turbomachinery designer, the agreement found between the experimental and
computational results. These results definitely increase the designer’s confidence in the computational
design tools available.

Figure 11 represents a comparison of the magnitudes of the first five harmonics for the
computational results and experimental data versus chord position. The first harmonic computational results
are generally lower than the experimental results. The computational results show a very high response at
the 98% chord location. Since there was not any instrumentation at this location, it is unknown if this
response is actual. The second harmonic response in general has much better agreement with the
experimental results. It is important to note the magnitude of the 2nd harmonic response near the trailing
edge. At the 98% chord position, the 2nd harmonic response is greater than the 1st. If the shock wave is

hitting the IGV at the 98% chord location, then this kind of behavior would be expected. The 3rd through
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5th harmonic response show negligible response except at the trailing edge. Again, this is consistent with a
shock interaction at the trailing edge.

These results have significant implications for turbomachinery design models. For transonic
compressor design the shock interaction upstream of the rotor is significant. By the nature of this shock
wave, the interaction is highly nonlinear. Therefore, to properly model a transonic compressor design a
nonlinear analysis is required. Current trends in turbomachinery design systems is toward linearized
methods, either linearized Euler or Navier-Stokes models. These linearized methods are quite
computationally efficient, but they only consider the 1st harmonic response. As the above results show, the
designer should be extremely cautious about using linerarized design tools for transonic compressor designs.

clusions

A computational and experimental investigation was performed to investigate the unsteady
upstream traveling forcing function from a high speed, highly loaded compression rotor. The IGV unsteady
surface pressures were experimentally measured for a near-stall transonic operating point to determine the
forcing function. The data was analyzed in both the time and frequency domain based on the blade pass
frequency. The experimental configuration was computationally modeled with a nonlinear unsteady viscous
vane/blade interaction 2D code for comparisons with the experimental data in both the time and frequency
domain.

Significant upstream traveling pressure effects were both measured and predicted. A detached bow
shock is caused by the increased back pressure consistent with a near stall operating point. The bow shock
is shown to impact the IGV blades. Its strongest effect is at the trailing edge of the IGV’s with a 3.4 psia
fluctuation. The nonlinear viscous vane/blade interaction computational analysis showed excellent
agreement with the experimental results in both the time and frequency domain. Significant higher
harmonic content was evident near the trailing edge of the IGV’s. This is important, in light, of recent
trends toward use of linearized Euler and Navier-Stokes models for turbomachinery designs. The results of
this research indicate the importance of higher harmonic, therefore extreme caution should be taken when

designing transonic compression stages with linearized methods.
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Figure 9. Snap Shot of Mach Number Contours
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Abstract

In the research during the Summer Faculty Research Program, the aspects of modeling and control
design methodology for improving roll maneuver performance in aircrafts (for achieving a desired
roll rate) by deforming a flexible wing with piezoelectric actuation and sensing are studied. An
integrated finite element model of a laminated composite plate embedded with smart piezo actu-
ators and sensors subject to aerodynamic loading giving rise to a steady roll rate is developed.
The resulting model in the generalized coordinates which has nonsymmetric aerodynamic damping
matrix and a nonsymmetric stiffness matrix (due to aerodynamic stiffness) is then transformed to
real but nonorthogonal modal coordinates and a reduced order model is developed. A new control
design algorithm based on ‘Reciprocal State Space’ framework is then developed to achieve the
desired roll rate and to simultaneously suppress the flexible mode vibrations. The research carried
out clearly delineates the relationship and interaction between the structural, aerodynamic and
piezo actuation based control subsystems and underscores the importance,potential and the vast

scope of the proposed integrated approach to improve aircraft maneuver performance.
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IMPROVED AIRCRAFT ROLL MANEUVER PERFORMANCE
USING SMART DEFORMABLE WINGS

R. K. Yedavalli

1 Introduction:

In recent years, design and control of smart structures has become an active topic of research due
to the siginificant potential of these structures to actively deform for control purposes thereby
improving the performance of various types of flight vehicles. In particular, piezoelectric actuation
and sensing is gaining lot of attention due to the distributed nature of these ‘smart’ materials.
Federal Research Laboratories such as Wright Laboratory, DARPA and industries such as Northrop
Grumman are actively engaged in research and development of this challenging multidisciplinary
area with extensive applications [1}[2]. Typically, the modeling of the vibrational motion of these
structures is done using finite element procedures, which yield, in the linear range, simultaneous,
ordinary differential equations of second order in the ‘configuration or generalized’ coordinates,
which we call the Matrix Second Order Systems involving Mass, Damping and Stiffness matrices.
Most of the previous modeling and control design research in this multidisciplinary area is confined
to integration of any two subdisciplines such as structures and control, control and smart materials,
structures and smart materials. Lately aeroelastic control involving structures, aerodynamics and
controls has become an active area of research but in this research the actuation is assumed to be
point actuation with discrete devices. Only recently the truly integrated problem of incorporating
all four subdisciplines, namely structures, aerodynamics, smart materials and control system design
is being attempted. This type of pure and straightforward integration of these four disciplines
is realized to be a complicated task requiring expertise in all of these disciplines. In addition,
for applications involving aircraft maneuvers one should even add another subdiscipline, namely
flight mechanics! One of the first attempts to incorporate structures, aerodynamics,control and
flight mechanics (addressing specifically the roll maneuver) are the series of papers by WL and

Northrop Grumman researchers Khot, Eastep, Kari Appa and their colleagues {3][4]. In this
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summer research, an attempt is made, perhaps for the first time, to achieve integration of all the
above five disciplines! In this research, efforts are undertaken to model and control the aeroelastic
dynamics of a flexible wing structure embedded with piezo material for actuation and sensing so
that a roll maneuver with a desired roll rate is achieved by actively deforming the wing. This
modeling is done using finite element method in the ‘generalized ’ coordinates. Because of the
coupling between these subsystems, the resulting ‘Matrix Second Order System’ of equations
consists of a symmetric positive definite mass matrix but a nonsymmetric and indefinite damping
(which includes aerodynamic damping) and stiffness (that includes aerodynamic and piezo material
stiffness, in addition to the standard structural stiffness) matrices! The piezoelectric voltages serve
as the Control variables. This large model in the generalized coordinates is then transformed to
a set of ‘nonorthogonal modal’ coordinates and model reduction is carried out in these modal
coordinates. This model is then converted to the ‘state space’ form . This standard state space
form is then transformed to a new framework called ‘Reciprocal State Space’ framework and control
design is carried out in this new framework. This new modeling and control design methodology

is illustrated with the help of an example and its efficacy clearly demonstrated.

2 Integrated Modeling for Smart Flexible Deformable Wings:

In Kari Appa, Khot et al [5], the matrix second order equations of motion are first derived using
the ‘orthogonal modal’ coordinates of the pure structural dynamic system and the aerodynamic
pressure distribution to achieve roll motion is assumed to be known along these ‘modal coordinates’
which is the typical procedure currently followed by most aeroelastic studies. However, in this
summer research, attempts are made to obtain a more generic model that is applicable not only to
the present problem of roll maneuvers but also to the future applications involving pitch, roll and
yaw maneuvers. With this in mind, it is argued that this type of generic maneuver model can be
developed easier in the ‘generalized’ coordinates rather than in the orthogonal modal coordinates.
In the orthogonal modal coordinate approach it is difficult to simultaneously consider the influence
or coupling of the other subsystems such as aerodynamics, controls, flight mechanics and smart
material actuation and sensing whereas this is possible in the direct ‘generalized’ coordinates.

Of course there is a price to be paid later for this generality! It is that when model reduction
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is required for control design, the necessary step of converting to the modal coordinates involves

‘nonorhogonal’ modal coordinates! However, it is felt that this is a smaller price to pay considering

the ‘true integration’ achieved when modeling is done in the ‘generalized’ coordintes. So in what

follows, we develop a finite element model with nodal displacements as the ‘generalized’ coordinates

and simultaneously incorporate the aerodynamic pressure distribution as well as piezo actuation

directly integrated into this finite element model.

2.1 Finite Element Modeling of a Smart Material (Piezoelectric) Wing Subject

to Aerodynamic Loads:

The constitutive equations for a piezoelectric material are expressed as [6]
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2.2 Finite Element Model using Coupled 8-node Brick Elements

In order to generate the finite element formulation of a flexible wing, 8-node coupled brick ele-

ments(Fig. 1) are employed. The shape functions of the elements are expressed as

Ni= 5(1+ E6)(1+nm)(1+ )

(3)

Each node of the element has four degrees of freedom which are spatial displacements(u, v, w)

and voltage(V). These displacements and voltage are coupled to each other according to the

constitutive equation (Eq. 2). The displacement fields with the shape functions in the finite

element model are expressed as

u = [N{g}=[Ny]q
¢ = [Nol{pi} = [Nyo
where

Ny 0 0 N, 0 0 Ny 0 0
N = |0 N 0 0 N, 0 0 Ny 0
0 0 N, 0 0 N, 0 O Ns

[Nw] = Nl N2 N3 ]

X T
[a) = Uy v wp Uz vV W2 U3 V3 W3

) T
[90] = i Vo Vs j’

Then, the strain and electric fields are written as
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S = [Lq]{Nq]{‘Ii}=[Bq]q (6)
E = [Lo)[NoJ{wi} = [Byle (1)
where
[ aN. 3N. 3N
@0 0 %z o0 0 Fr o0 0
_ N, 3 aN.
By = o & o o %2 o o e o
3 aN.
K 0 ¥ 0o o & o0 0o &
[ aN, 8N, 8N
P e w
_ 8N, 8N, 8N
[By] = o2 ol
8Ny 9N» 39Ns
L 3¢ 9 ¢

2.3 Modeling of Aerodynamic Pressure Distribution Generating Roll Maneu-

ver

We now consider the modeling of aerodynamic pressure distribution on the flexible wing structure.
According to the piston theory [7][8] the aerodynamic pressure on the surface of a wing for a high

Mach number (M > 1.6) is expressed as

sr=-B(3) ()

where
2q A M?2-2 1
A= — e g= ", g = 2pU?
(M2 _ 1)0.5 g U, M2—1 q 2P a
pa : airdensity
U, : airvelocity

Fig. 2 shows a 32 degrees of freedom brick element with aerodynamic loads. According to the
Eq. 8, the loads are changing by the vertical displacements of nodes and varied with z coordinate
and time. It is assumed that the pressure difference between upper and lower surfaces of the wing

acts on the upper surface.
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By substituting Eq. 4 into Eq. 8, the Eq. 8 can be written as

Ap = "’\[Na]'fq - g[Na]él (9)

where
00 0 00 0 0 0 0
[No] = 00 0 00 0 00 0
0 0 Nig=1 0 0 Noeey 0 0 Nagoy

It is seen from Eq. 9 that the aerodynamic loads are expressed in terms of the generalized
coordinates of the element. The principal advantage of this approach is that , in the equation
of motion of the system, one can easily identify the damping and stiffness contributions due to
aerodynamics alone. After assembling the required terms we obtain the well known matrix second

order system of equations given by [9]

M 0 q Caq O q K, +Ks K q 0
) + ' + q A q¥ — (10)
0 0 p 0 O @ K, K., %) Q
where

o= [ o N ldeanag
Ca = [ [ oI, NI adedn
L[ B @B idgan
Ko = [ [ AINJL N ldedn

Koo = [ [ [ Bl 1B 1deanac

' _ T
K, = qu

L L amaaiacans

=
I

=
s
<

Il

and J and J, are the Jacobian matrices for converting from global coordinates to local

coordinates.
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2.4 Torsional Motion of Piezo-electric Continua

With the model developed above, it is observed that it is difficult to achieve roll motion as the
above piezoelectric actuation model does not produce any significant twisting motion in the wing
that is necessary to generate the roll motion. It is clear that aerodynamic load is varied by changing
the local angle of attack, a, achieved by the twisting motion of the wing . Thus, twisting motion
is essential for roll direction are needed to produce twisting moment of wing [10][11] (fig. 3(b)).
However, the piezoelectric constant, [e](Eq. 2), does not have ess constant which produces this
shear strain, 7, by voltage actuation in z direction. Thus, a skew angle, 6, is introduced [10] to
generate a nonzero e constant(Fig. 4).

Incorporating the modified piezo-electric constant, a torsional motion is produced As shown
in Fig. 4, two layers, bottom and upper layers, with opposite skew angles are required to generate
a torsional mement in the wing. The maximum shear strain, Yzy is obtained when the skew angles
are 7.

4

3 Model Reduction in Nonorthogonal Modal Coordinates

From Eq. 10, the equation of motion with voltage actuation is written as

Mii+CAél+(Kq+KA)q= —Kopp (11)

By premultiplying M~ for both side of Eq. 11, the Eq. 11 is expressed as

G+ M7Caq+ MY K, + Ka)a =M™ - K0 (12)

The modal equation motion of the system can be obtained with a similarity transformation
that diagonalizes the integrated stiffness matrix [12].
Let

q=Tn (13)

T =[tytyt3...t,) t; : eigen vector of M'l(Kq + K4)
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Then, Eq. 12 can be written as

fi+Con+ An= Fpp (14)
where

n o= [7 5 npe -
C, = TIMTIC,T

A = T'MYK,+ KT = diag(Ar, Ayt Apey..)

F, = T'M™' - K,

But the model in this (nonorthogonal) modal coordinates is too large for meaningful control
design. For this purpose, we carry out a transformation to the nonorthogonal (but real) modal
coordinates clearly identifying the roll mode and all the flexible modes. The corresponding state

space form of Eq. 14 is written as

7 0 I n 0
.. = - + w
i -A =G, n F,
= Az + Bu ’ (15)

State space representation is a useful tool to design controllers for linear systems and many control
design methods in state space framework are available for achieving stabilization and regulation
of the state variables. However, for our particular problem at hand namely to achieve a desired
constant roll rate , it turns out that it is cumbersome to use state space based control design
because the steady state constant roll rate implies infinite roll displacements as time progresses.
Therefore, the closed loop system is considered unstable. To overcome this problem and still design
a simple controller using available control system software for this desired roll rate achievement
problem, we propose a new framework called the ‘Reciprocal State Space’ framework [13]. This is

discussed in the next section.
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4 Full State Derivative Feedback Control Design using Recip-

rocal State Space Representation

The reciprocal state space representation of the system is expressed as

z = Gi+ Hu

v = Kz (16)
where

G=A"', H=-4A"'B
The closed loop system is then given by

T

(G+KH): or

z = G. 17)
In the reciprocal state space representation, the steady state constant roll rate implies zero roll
acceleration. It means that the closed loop G matrix then becomes asymptotically stable. Con-
sequently, the reciprocal state space representation is a better framework to handle the ‘roll rate’
control design problem.

From Eq. 17, the performance index to be minimized is expressed as

PI= /0 RE T uTRu| dt (18)

where Q and R are positive semidefinite and positive definite matrices, respectively.
As discussed in [13], using the above new ‘Reciprocal State Space’ framework, the control gain K
can simply be determined by employing the standard Linear Quadratic Regulator (LQR) algorithm

of the standard state space framework! Thus the gain K is simply given by

K=-R'HTg (19)

where the matrix S can be obtained from the associated Algebraic Matrix Riccatti equation

given by
0=5G+GTS - SHR™'gTS + 9 (20)
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5 Illustrative Example

A PVDF plate wing with two layers and eight elements(Fig. 5) is used to illustrate the proposed
modeling and control design methodology to achieve the desired constant roll rate well as to
suppress flexible mode vibration. Each layer has opposite skew angle to generate torque of the
wing. The plate has eight 8-node brick elements with the total number of nodes being 30. In other
words, the system has 120 degree of freedom, 90 for structural and 30 for electrical degrees of
freedom. Roll motion is achieved by constraining the spatial displacements at the nodes along the
center line to zero and thus the eventual number of nodes with nonzero displacements is reduced
to 114. The rigid body motion, which is equivalent to the roll motion, can be isolated from the
system through the modal coordinate transformation. In vibration problems, the lower frequency
modes including rigid body modes are always dominant in the system responses. A reduced order
model is then obtained that includes one rigid body mode, which is roll motion, and three flexible
modes. A simple coordinate transformation is performed to convert the problem of achieving a
specific roll velocity, into a regulation problem .

Let

3

T
P=[pd0000000]

%

il

T
[pdtOOOOOOO]

pq : desired roll velocity

By introducing Eq. 21 into Eq. 17, the transformed reciprocal state space representation of

the system is expressed as
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£ = Gé+Hu

v = K¢ (22)

For our present example problem, the system matrix G is determined to be

[ 052964 0 0 0 292527 0 0 0]
0 000 0 —000011 0 0
0 000 0 0 —0.00004 0
o |0 000 0 0 0 —0.00003
1 000 0 0 0 0
0 100 0 0 0 0
0 010 o0 0 0 0
0 001 0 0 0 0|

It is observed that the open loop system is unstable. Usually, a pure structural system
is neutrally stable. But, the structure in the aerodynamic field is no longer stable because of
the presence of the nonconservative aerodynamic field which contributes some stiffness as well as
damping By applying the proposed control design technique, the closed loop system is not only
stabilized but also a desired constant roll rate of 1.5 rad/sec is achieved.

Fig. 6 shows,for a selected set of weighting matrices, the roll velocity response. From this
figure, it is clear that the desired roll velocity of 1.5 rad/sec is achieved by the controller. The
corresponding roll displacements are shown in Fig. 7. The roll displacements gradually increase as
expected. The rest of the flexible mode responses are shown in Fig. 8 and Fig. 9. It is easily seen

that all flexible mode vibrational motion is suppressed. Fig. 10 shows the control input voltage

histories at the node-1.

6 Conclusions:

In this summer research, an attempt is made, perhaps for the first time, to model the dynamics of

a smart flexible wing involving the integration of five disciplines, namely structures, aerodynamics,
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smart materials, control and flight mechanics! The control objective is to sustain a roll maneuver
with a desired roll rate and to suppress the flexible mode vibrations by actively deforming the wing.
Modeling of this dynamics is done using finite element method in the ‘generalized ’ coordinates.
Because of the coupling between these subsystems, the resulting ‘Matrix Second Order System’ of
equations consists of a symmetric positive definite mass matrix but a nonsymmetric and indefinite
damping (which includes aerodynamic damping) and stiffness (that includes aerodynamic and
piezo material stiffness, in addition to the standard structural stiffness) matrices! The piezoelectric
voltages serve as the Control variables. This large model in the generalized coordinates is then
transformed to a set of ‘nonorthogonal modal’ coordinates and model reduction is carried out in
these modal coordinates. This model is then converted to the ‘state space’ form . This standard
state space form is then transformed to a new framework called ‘Reciprocal State Space’ framework
and control design is carried out in this new framework. This new modeling and control design

methodology is illustrated with the help of an example and its efficacy clearly demonstrated.

6.1 Future Research That Needs AFOSR Support:

There is clearly a need to carry out further research in the following important areas. Firstly
more research should be undertaken to come up with improved control design algorithms, in the
lines of present research proposed in this report. Secondly the traditional integrated optimization
ideas need to be expanded to include the interactions between the five subdisciplines mentioned
before. Last but not least is the need to continue the analytical studies such as those presented
in this report to more general flight maneuvers involving not only roll but pitch and yaw motions
as well and also 2 combination of these maneuvers using smart deformable wings. Of course, in
addition to anlalytical studies, considerable effort should be expended in conducting application
studies to realistic scenarios involving software and hardware issues for industrial structures such
as real wings. Finally the importance of conducting experimental studies to validate the theories
can not be overemphasized. Thus a long term commitment for research in ‘Flight Control with
Smart Deformable Wing Structures’ must be of high priority for Universities such as The Ohio
State University and Air Force (WL) and Aircraft Industries to reap the benefits of this exciting

research.
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Figure 1: Coupled 8 Nodes 3-D Solid
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Figure 2: Coupled 8 Nodes 3-D Solid with Aerodynamic Load
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Figure 3: Torsional Motion of Cross Section of a Wing
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Figure 4: Skew Angle

Figure 5: Wing Plate (PVDF)
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Figure 6: Roll Velocity Response
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Figure 7: Roll Displacement Response
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Figure 8: Displacement Response : 1st Flexible Mode




0.8

0.4

0.2

~0.2

~0.4 H

-0.6

-0.8

-

11: 2nd Flexible Mode(displacement)Rho=0.6, Mach=56

500 1000 1500 2000 2500 3000
Time(seoc)

Figure 9: Displacement Response : 2nd Flexible Mode
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Figure 10: 1st Input
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